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## LIST OF ABBREVIATIONS AND SYMBOLS

| $\mathcal{F}$ | A $\sigma$-algebra on a given set $\Omega$. |
| :---: | :---: |
| $(\Omega, \mathcal{F})$ | A measurable space. |
| $\mathbb{P}$ | Probability measure |
| $\mu$ | $=\mathbb{P}_{(X \mid \mathcal{F})}$ |
| $\nu$ | $=\left.\mathbb{P}_{(X, Y}\right\|_{\mathcal{F})}$ |
| $(\Omega, \mathcal{F}, \mathbb{P})$ | A probability space. |
| $\mathcal{B}\left(\mathbb{R}^{\text {d }}\right.$ ) | The Borel $\sigma$-algebra. |
| $B$ | Is a Borel set. |
| $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$ | A filtration on $(\Omega, \mathcal{F})$ at time $t$. |
| $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}, \mathbb{P}\right.$ | $)_{t \geqslant 0}$ ) A filtered probability space. |
| $\\|\psi\\|_{2}^{2}$ | $=\mathbb{E}\left[\int_{0}^{T}\left\|\psi_{t}\right\|^{2} d t\right]$ |
| $\mathcal{L}^{p}\left(\mathbb{R}^{d}\right)$ | $=\left\{\xi: \Omega \rightarrow \mathbb{R}^{d}, \mathcal{F}\right.$-measurable, $\left.\mathbb{E}\|\xi\|^{p}<\infty\right\}, \quad p \geqslant 1$ |
| $\mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ | $=\left\{\varphi:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}, \mathcal{F}\right.$-adapted càdlàg process, $\left.\mathbb{E}\left[\sup _{0 \leqslant t \leqslant T}\left\|\varphi_{t}\right\|^{2}\right]<\infty\right\}$ |
| $\mathcal{L}^{0}\left(0, T ; \mathbb{R}^{d}\right)$ | $=\left\{\psi:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}, \mathcal{F}\right.$-progressively measurable process $\}$ |
| $\mathcal{L}^{2}\left(0, T ; \mathbb{R}^{\text {d }}\right.$ ) | $=\left\{\psi \in \mathcal{L}^{0}\left(0, T ; \mathbb{R}^{d}\right):\\|\psi\\|_{2}^{2}=\mathbb{E}\left[\int_{0}^{T}\left\|\psi_{t}\right\|^{2} d t\right]<\infty\right\}$ |
| $C^{2,1}\left(\mathbb{R}^{n} \times \mathbb{R}_{+}\right.$ | $; \mathbb{R})$ The family of all real-valued functions $V(x, t)$ such that it is twice continuously differentiable in $x$ and once in $t$. |
| $W_{t}$ | Brownian motion at time $t$. |
| $\mathcal{M}$ | $=\left\{1,2, \ldots, m_{0}\right\}$ is the state space of the markov chain. |
| $Q$ | A generator matrix |
| $\alpha_{t}$ | A continuous-time Markov chain with state space $\mathcal{M}$ and generator matrix $Q$. |
| $\mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ | $=\left\{\lambda=\left(\lambda_{i_{0} j_{0}}: i_{0}, j_{0} \in \mathcal{M}\right)\right.$ such that $\lambda_{i_{0} j_{0}} \in \mathcal{L}^{0}\left(0, T ; \mathbb{R}^{d}\right), \lambda_{i_{0} i_{0}} \equiv 0$, and $\left.\sum_{i_{0}, j_{0} \in \mathcal{M}} \mathbb{E} \int_{0}^{T}\left\|\lambda_{i_{0} j_{0}}(t)\right\|^{2} d\left[M_{i_{0} j_{0}}\right](t)<\infty\right\}$ |
| $\int_{0}^{t} \lambda_{s} \bullet d M_{s}$ | $=\sum_{i_{0}, j_{0} \in \mathcal{M}} \int_{0}^{t} \lambda_{i_{0} j_{0}}(s) d M_{i_{0} j_{0}}(s)$ |
| $\lambda_{t} \bullet d M_{t}$ | $=\sum_{i_{0}, j_{0} \in \mathcal{M}} \lambda_{i_{0} j_{0}}(t) d M_{i_{0} j_{0}}(t)$ |
| SDE | Stochastic Differential Equation |
| BSDE | Backward Stochastic Differential Equation |
| FBSDE | Forward-Backward Stochastic Differential Equation |
| $\mathcal{P}\left(\mathbb{R}^{d}\right)$ | The set of all probability measures on ( $\mathbb{R}^{d}, \mathcal{B}\left(\mathbb{R}^{d}\right)$ ). |
| $\mathcal{P}_{p}\left(\mathbb{R}^{d}\right)$ | $=\left\{\mu \in \mathcal{P}\left(\mathbb{R}^{d}\right): \int_{\mathbb{R}^{d}}\|x\|^{p} \mu(d x)<\infty\right\}$ |
| $[X]_{t}$ | The quadratic variation of $X$ at time $t$. |
| $[X, Y]_{t}$ | The covariation of $X$ and $Y$ at time $t$. |
| 11 | The usual zero-one indicator function. |

```
\(\left[M_{i_{0} j_{0}}\right](t) \quad=\sum_{0 \leqslant s \leqslant t} \mathbb{1}\left(\alpha\left(s_{-}\right)=i_{0}\right) \mathbb{1}\left(\alpha(s)=j_{0}\right)\)
\(\left\langle M_{i_{0} j_{0}}\right\rangle(t) \quad=\int_{0}^{t} q_{i_{0} j_{0}} \mathbb{1}\left(\alpha\left(s_{-}\right)=i_{0}\right) d s\)
\(W_{2}(\cdot, \cdot) \quad\) The 2-Wasserstein distance
\(\theta \quad=(x, y, z)\)
\(\Theta \quad=(X, Y, Z)\)
\(\left\|\theta_{1}-\theta_{2}\right\| \quad=\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|+\left\|z_{1}-z_{2}\right\|\)
```

$\langle x, y\rangle \quad$ The dot product of $x$ and $y$
$[A, B] \quad=\sum_{i=1}^{d}\left\langle A_{i}, B_{i}\right\rangle$, where $A_{i}$ and $B_{i}, i=1,2, \ldots, d$, are the $i$-th column of $d \times d$
matrices $A$ and $B$.
$\Psi\left(t, \theta_{1}, \theta_{2}, i_{0}\right)=\left\langle f\left(t, \theta_{1}, i_{0}\right)-f\left(t, \theta_{2}, i_{0}\right), y_{1}-y_{2}\right\rangle+\left\langle g\left(t, \theta_{1}, i_{0}\right)-g\left(t, \theta_{2}, i_{0}\right) \cdot x_{1}-x_{2}\right\rangle$
$+\left[\sigma\left(t, \theta_{1}, i_{0}\right)-\sigma\left(t, \theta_{2}, i_{0}\right), z_{1}-z_{2}\right]$.

## INTRODUCTION

In the new era, numerous complex and large-scale systems come into play. A common feature of such systems is the inclusion of both continuous dynamics and discrete events, and their interactions. The discrete events cannot be described by the usual stochastic differential equations, but can be recast as stochastic systems driven by pure jump processes [38, 56, 57, 558, 59]. In responding to the increasing needs from modeling, analysis, and computation, this dissertation focuses on a class of hybrid systems known as Markov switching diffusions where the switching between discrete events is driven by a continuous-time Markov chain. Because of the switching, some well-known results for systems without the switching do not carry over. For example, as explained in [57, Section 5.6, pp. 229-233] by putting two equations (e.g., linear equations) together switching back and forth, even if both equations are stable, the resulting switched system may be unstable. Thus, the intuition we have does not always work. This indicates that we cannot quickly come to the conclusion regarding the corresponding properties.

In recent years, FBSDEs have been extensively studied because of their numerous applications in many areas such as control and game theory [45, 62], mathematical economics [23], and mathematical finance [18, 29]. There are three main approaches for the wellposedess of the FBSDEs, each of which has its own advantages and disadvantages. In [11] and then [43], the method of contraction mapping was studied, which works well for small time durations. In [34], the four-step-scheme was first introduced to establish the existence and uniqueness of solutions of FBSDEs under non-degenerate condition of the forward equation and some regularity requirements of the coefficients (see also [20, 64]). In [25], the existence and uniqueness of solutions of FBSDEs are proved under monotonicity condition without
non-degeneracy condition of the forward equation. The monotonicity condition is then remarkably weakened and developed in subsequent works [24, 44, 60]. For the progress and related works on FBSDEs, we refer the reader to [35, 37] and the references therein.

Since the pioneering works [32, 26, 27] and because of the pressing need of treating large-scale systems, there has been increasing effort of dealing with mean-field interactions, systems with mean-field interactions (in which the coefficients also depend on the their distributions), and related control problems, and games. The stochastic maximum principles for both mean-field games and mean-field control problems naturally lead to a class of meanfield type FBSDEs (see [12, 16, 1, 61] and references therein). To study the well-posedness of this new class of FBSDEs, the approaches in [44] and [24] are extended in the recent works [13] and [19].

In contrast to the vast literature on FBSDEs, such equations with Markovian switching have not received as needed attention. Although BSDEs with Markovian switching were studied in [22, 33] and were used to formulate stochastic recursive control problems [65], to the best of our knowledge, there is no available well-posedness result even for the FBSDEs with Markovian switching. To deal with large-scale switching systems, the mean-field types of FBSDEs with Markovian switching naturally come into play when one needs to treat the mean-field control problems. Nevertheless, a main issue we encountered was that the associated limit mean-field measure was not known for the systems involving both mean-field interactions and random switching. To settle this issue, in the recent work of [9], they showed that the mean-field limit measure is not deterministic, but a conditional (random) measure that is a solution of a system of McKean-Vlasov stochastic differential equations. It is worth mentioning that conditional mean-field also appears in such problems as mean-field games and control with common noise [30, 46], major-minor mean-field games [39, 41], mean-field games with leader-follower [52], and filtering for McKean-Vlasov SDEs or mean-field control with partial-observations [14, 50]. In our setting, the conditioning is taken with respect to the past information generated by the switching process-the Markov chain. Thanks to this
conditional measure, it enabled us to obtain maximum principles of such switching diffusion systems in [8, 40].

Continuing our study, in this dissertation we devote our attentions to a number of important issues. We begin by developing different approaches to examine well-posedness of FBSDEs with Markovian switching and then mean-field type FBSDEs with Markovian switching. The appearance of the switching process leads to two main differences from the FBSDEs in [11, 24, 25, 44, 60] and mean-field type FBSDEs in [13, 16, 19 .

First, apart from the Brownian motions, the backward equations are also driven by martingales associated to the Markov switching process whose quadratic variations are random, not deterministic as those of Brownian motion. Second, the mean-field terms in the mean-field type FBSDEs with Markovian switching are represented by conditional (random) distributions of the processes involved given the history of the switching process. These differences make the estimates needed in the analysis more complex. It, in turn, requires us developing several new supporting results. We end the dissertation by treating the nonzerosum conditional mean-field games using the new wellposedness results for FBSDEs. Conditions on the coefficients of the nonzero-sum conditional mean-field linear-quadratic stochastic differential game with regime switching and open-loop strategies are provide to guarantee a Nash equilibrium point for any (not necessarily small) time duration.

The rest of the dissertation is arranged as follows. Chapter 2 concentrates on for-ward-backward stochastic differential equations with Markov switching diffusions with nondegeneracy of the diffusion matrix. We prove a result of existence and uniqueness of solutions in two steps. The first part, section 1, studies the problem of existence and uniqueness over a small enough time duration. The second one, section 2, explains, by using the connection with a system of PDEs and the local result, how we can deduce the existence and uniqueness of a solution (under a non-degeneracy assumption) over an arbitrarily prescribed time duration. This approach relaxes the regularity assumptions required on the coefficients by the

Four-Step scheme. Section 3 gives some related PDE in the weak sense. Chapter 3 concentrates on Markov switching diffusions, developing the continuation method and monotonicity conditions to examine the well-posedness of FBSDEs with Markovian switching. The emphasis is on the corresponding backward stochastic differential equations, and forward-backward stochastic differential equations. Chapter 4, section 1 is devoted to stochastic differential equations with Markov switching with mean-field interactions and obtains certain results that tie up the conditional mean-field measure with that of the underlying systems. Finally, chapter 5 deals with linear (in continuous state) mean-field games.

Compared with the existing works, the main technical challenges stem from the appearance of the switching process and the conditional mean-field term used. The appearance of the switching process leads to two main differences from the FBSDEs in [11, 24, 25, 44, 60] and mean-field type FBSDEs in [13, 16, 19]. First, apart from the Brownian motions, the backward equations are also driven by martingales associated to the Markov switching process whose quadratic variations are random, not deterministic as those of Brownian motions. Second, the mean-field terms in the mean-field type FBSDEs with Markovian switching are represented by conditional (random) distributions of the processes involved given the history of the switching process. These differences make the estimates needed in the analysis more complicated. It, in turn, requires us developing several new supporting results.

## CHAPTER 1 Stochastic Differential Equations

This chapter is devoted to introducing preliminaries on probability, conditional expectations, several important stochastic processes such as martingales, Brownian motions and Markov chains, stochastic integrals, several classes of stochastic differential equations, and Itô's formula. In order to study common properties of stochastic processes, stochastic integrals driven by martingales and some useful inequalities are also presented.

## 1 Probability Space and Conditional Expectations

In this section, we recall basic definitions and theorems probability theory needed to further our study of stochastic calculus.

### 1.1 Preliminaries on Probability Space

A $\sigma$-algebra $\mathcal{F}$ on a given set $\Omega$ is a family of subsets of $\Omega$ with the following properties
(i) $\varnothing \in \mathcal{F}$
(ii) $\mathrm{A} \in \mathcal{F} \Longrightarrow A^{C} \in \mathcal{F}$ where $A^{C}$ is the complement of $\mathcal{F}$ in $\Omega$
(iii) $A_{1}, A_{2}, \ldots \in \mathcal{F} \Longrightarrow \cup_{i=1}^{\infty} A_{i} \in \mathcal{F}$

The pair $(\Omega, \mathcal{F})$ is called a measurable space. A probability measure is a function $\mathbb{P}: \mathcal{F} \rightarrow$ $[0,1]$ such that
(a) $\mathbb{P}(\varnothing)=0$ and $\mathbb{P}(\Omega)=1$
(b) For disjoint $\left\{A_{i}\right\}_{i \geqslant 1} \subset \mathcal{F}$ we have $\mathbb{P}\left(\cup_{i=1}^{\infty} A_{i}\right)=\sum_{i=1}^{\infty} \mathbb{P}\left(A_{i}\right)$.

Finally we denote $(\Omega, \mathcal{F}, \mathbb{P})$ as a probability space. Any $A \in \mathcal{F}$ is called an event. Two events $A_{1}, A_{2} \in \mathcal{F}$ are said to be independent if $\mathbb{P}\left(A_{1} \cap A_{2}\right)=\mathbb{P}\left(A_{1}\right) \mathbb{P}\left(A_{2}\right)$. Two $\sigma$-algebras $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ of $\mathcal{F}$ are independent if any event $A \in \mathcal{F}_{1}$ and $B \in \mathcal{F}_{2}$ are independent for all $A \in \mathcal{F}_{1}$ and $B \in \mathcal{F}_{2}$. An $\mathcal{F}$-measurable set is a subset $A$ that belongs to $\Omega$. A complete probability space
is a probability space such that $\mathcal{F}$ contains all subsets of $\Omega$ with $\mathbb{P}$ outer measure zero. If the event $A$ occurs such that $\mathbb{P}(A)=1$, we say $A$ holds $\mathbb{P}$-a.s. (almost surely). A function $X: \Omega \rightarrow \mathbb{R}^{d}$ is called $\mathcal{F}$-measurable if

$$
X^{-1}(A):=\{\omega \in \Omega ; X(\omega) \in A\} \in \mathcal{F}, \text { for all open sets } A \in \mathbb{R}^{d}
$$

For any function $X$, denote the $\sigma$-algebra $\sigma(X)$ generated by $X$ as the smallest $\sigma$ - algebra on $\Omega$ containing all the sets $X^{-1}(A)$, where $A \subset \mathcal{F}$ open. When $\Omega=\mathbb{R}^{n}$, we call $\mathcal{B}\left(\mathbb{R}^{n}\right)$ the Borel $\sigma$-algebra and $B \in \mathcal{B}\left(\mathbb{R}^{n}\right)$ Borel sets. For a measurable space $\left(\mathbb{R}^{n}, \mathcal{B}\left(\mathbb{R}^{n}\right)\right)$, a $\mathcal{B}\left(\mathbb{R}^{n}\right)$ measurable function is called a Borel measurable function. For a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$, a random variable $X$ is an $\mathcal{F}$-measurable function $X: \Omega \rightarrow \mathbb{R}^{d}$. A family of random variables is independent if the $\sigma$-algebras generated by them are independent, and a random variable $X$ is independent of a $\sigma$-algebra $\mathcal{G}$ if the $\sigma$-algebra generated by $X$ is independent of $\mathcal{G}$. Additionally, the law (or distribution) of the real-valued random variable $X$ is the pushforward measure $\mu_{X}$, defined

$$
\mathbb{P}_{X}(B)=\mathbb{P}\left(X^{-1}(B)\right)=\mathbb{P}(\omega: X(\omega) \in B) .
$$

for some $B \in \mathcal{B}\left(\mathbb{R}^{n}\right)$. Two random values $X: \Omega \rightarrow \mathbb{R}^{n}$ and $Y: \Omega \rightarrow \mathbb{R}^{m}$ are independent if and only if

$$
\mathbb{P}(\omega: X(\omega) \in A, Y(\omega) \in B)=\mathbb{P}(\omega: X(\omega) \in A) \mathbb{P}(\omega: Y(\omega) \in B)
$$

for all $A \in \mathcal{B}\left(\mathbb{R}^{n}\right), B \in \mathcal{B}\left(\mathbb{R}^{m}\right)$.
If $\int_{\Omega}|X(\omega)| d \mathbb{P}(\omega)<\infty$, (hence integrable) The expectation of $X$ is defined as

$$
\mathbb{E}[X]=\int_{\Omega} X(\omega) d \mathbb{P}(\omega)
$$

For an $\mathbb{R}^{n}$-valued random variable $X$, the law induced by $X$ on $\left(\mathbb{R}^{n}, \mathcal{B}\left(\mathbb{R}^{n}\right)\right)$ allows for the expectation to be written

$$
\mathbb{E}[X]=\int_{\mathbb{R}^{d}} x d \mathbb{P}_{x}(x)
$$

A stochastic process is a collection $\left\{X_{t}\right\}_{t \geqslant 0}$ of random variables defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and taking values in $\mathbb{R}^{d}$. Fixing $t$ gives the random variable $X_{t}(\omega) \in \mathbb{R}^{n}$, while fixing $\omega$ gives a function $X_{t}(\omega) \in \mathbb{R}^{n}$. We will commonly denote the stochastic process $\left\{X_{t}\right\}_{t \geqslant 0}$ as $X_{t}$ or $X(t)$.

Definition 1.1. (i) A filtration on $(\Omega, \mathcal{F})$ is an increasing family $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$ of $\sigma$-algebras $\mathcal{F}_{t} \subseteq \mathcal{F}$; that is, if $0 \leqslant s<t$ then $\mathcal{F}_{s} \subseteq \mathcal{F}_{t}$.
(ii) A process $\left\{X_{t}\right\}_{t \geqslant 0}$ is called adapted to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$ if $X_{t}$ is $\mathcal{F}_{t}$-measurable for all $t$.

A filtration is right continuous if $\mathcal{F}_{t}=\cap_{s>t} \mathcal{F}_{s}$ for all $t \geqslant 0$. A filtered probability space $\left.\left(\Omega, \mathcal{F}, \mathbb{P},\left\{\mathcal{F}_{t}\right\}\right)_{t \geqslant 0}\right)$ is said to satisfy the usual conditions if the space is complete, the filtration $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$ is right-continuous, and $\mathcal{F}_{0}$ contains all $\mathbb{P}$-null sets in $\mathcal{F}$. A stochastic process $X_{t}(\omega)$ is said to be adapted to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$ or $\left\{\mathcal{F}_{t}\right\}$-adapted if for each $t \geqslant 0$, $X_{t}(\omega)$ is an $\mathcal{F}_{t}$-measurable random variable. A stochastic process $X_{t}$ is said to be continuous if for almost all $\omega \in \Omega, X_{t}(\omega)$ is continuous on $t \geqslant 0$. A stochastic process $X_{t}$ on $\mathbb{R}$ is called a càdlàg process if
(i) $X_{t}$ is right-continuous
(ii) For almost all $\omega \in \Omega$, the left hand $\operatorname{limit}_{\lim _{s \rightarrow t^{-}}} X_{s}(\omega)$ exists and is finite for all $t>0$. We will commonly denote such left limits as $X_{t-}$. The smallest $\sigma$-algebra on $\mathbb{R}_{+} \times \Omega$ where every left-continuous process is a measurable function of $(t, \omega)$ is denoted $\mathcal{P}$. A stochastic process $X_{t}$ is said to be predictable if it is $\mathcal{P}$-measurable when regarded as function of $(t, \omega)$. An $\mathbb{R}^{d}$-valued stochastic process $X_{t}$ is said to be $\mathcal{F}$-progressively measurable if for all $t \in[0, T]$, the map $(s, \omega) \mapsto X_{s}(\omega)$ is $\mathcal{B}[0, \infty) \times \mathcal{F}_{t} / \mathcal{B}\left(\mathbb{R}^{d}\right)$-measurable. A random variable $\tau: \Omega \rightarrow[0, \infty]$ is called a stopping time with respect to filtration $\{\mathbb{F}\}_{t}$ if $\{\tau(\omega) \leqslant t\} \in \mathcal{F}_{t}$ for all $t \geqslant 0$.

### 1.2 Conditional Expectations

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space with a random variable $X: \Omega \rightarrow \mathbb{R}^{d}$ such that $\mathbb{E}[|X|]<\infty$. For a $\sigma$-algebra $\mathcal{G} \subset \mathcal{F}$, we define the conditional expectation of X given $\mathbb{F}$ as follows:

Definition 1.2. The conditional expectation of $X$ given $\mathcal{G}, \mathbb{E}[X \mid \mathcal{G}]$ is the a.s. unique function from $\Omega$ to $\mathbb{R}^{d}$ satisfying
(i) $\int_{\mathcal{A}} \mathbb{E}[X \mid \mathcal{G}] d \mathbb{P}=\int_{\mathcal{A}} X d \mathbb{P}$, for all $\mathcal{A} \in \mathcal{G}$
(ii) $\mathbb{E}[X \mid \mathcal{G}]$ is $\mathcal{G}$-measurable.

Additionally, for $B \in \mathcal{F}$, we define the conditional probability of $B$ given $\mathcal{F}$ as $\mathbb{P}[B \mid \mathcal{F}]=$ $\mathbb{E}\left[\mathbb{1}_{B} \mid \mathcal{F}\right]$.

We list a few important properties of conditional expectation
Lemma 1.3. Let $Y$ be a $\mathcal{F}_{t}$-measurable random variable with $\mathcal{F}_{s} \subset \mathcal{F}_{t}$ and $\mathcal{G} \subset \mathcal{F}$. Then,
(a) $\mathbb{E}[\mathbb{E}[X \mid \mathcal{G}]]=\mathbb{E}[X]$
(b) For a $\mathcal{G}$-measurable random variable $X, \mathbb{E}[X \mid \mathcal{G}]=X$, a.s.
(c) For $\alpha, \beta \in \mathbb{R}, \mathbb{E}[\alpha X+\beta Y \mid \mathcal{F}]=\alpha \mathbb{E}[X \mid \mathcal{F}]+\beta \mathbb{E}[Y \mid \mathcal{F}]$
(d) For an $X$ independent of $\mathcal{F}, \mathbb{E}[X \mid \mathcal{F}]=\mathbb{E}[X]$
(e) $\mathbb{E}[\mathbb{E}[X \mid \mathcal{F}] \mid \mathcal{G}]=\mathbb{E}[\mathbb{E}[X \mid \mathcal{G}] \mid \mathcal{F}]=\mathbb{E}[X \mid \mathcal{G}]$
(f) If $\phi: \mathbb{R} \rightarrow \mathbb{R}$ is convex and $\mathbb{E}[|\phi(X)|]<\infty$ then

$$
\phi(\mathbb{E}[X \mid \mathcal{F}]) \leqslant \mathbb{E}[\phi(X) \mid \mathcal{F}] .
$$

We conclude this section recalling the definitions of Markov kernels and that of regular conditional distributions.

Definition 1.4. Let $\left(\Omega_{1}, \mathcal{A}_{1}\right),\left(\Omega_{2}, \mathcal{A}_{2}\right)$ be measurable spaces. A map $\kappa: \Omega_{1} \times \mathcal{A}_{2} \rightarrow[0, \infty]$ is called a Markov kernel if
(i) $\omega_{1} \mapsto \kappa\left(\omega_{1}, A_{2}\right)$ is $\mathcal{A}_{1}$-measurable for any $A_{2} \in \mathcal{A}_{2}$.
(ii) $A_{2} \mapsto \kappa\left(\omega_{1}, A_{2}\right)$ is a probability measure on $\left(\Omega_{2}, \mathcal{A}_{2}\right)$ for any $\omega_{1} \in \Omega_{1}$.

Definition 1.5. Let $X$ be a random variable taking values in the measurable space $(E, \mathcal{E})$, and let $\mathcal{G} \subset \mathcal{F}$ be a sub $\sigma$-algebra. A Markov kernel $\kappa_{X, \mathcal{F}}$ from $(\Omega, \mathcal{F})$ to $(E, \mathcal{E})$ is called a regular conditional distribution of $X$ given $\mathcal{G}$ if

$$
\kappa_{X, \mathcal{F}}(\omega, A)=\mathbb{P}(X \in A \mid \mathcal{G})(\omega)
$$

for $\mathbb{P}$-almost all $\omega \in \Omega$ and for all $A \in \mathcal{E}$.
When $\mathcal{F}=\sigma(X)$ for a random variable $X$, we denote $\kappa_{Y, \sigma(X)}\left(X^{-1}(x), A\right)$ as the regular conditional distribution of $Y$ given $X$.

## 2 Martingales, Brownian Motions, and Markov Chains

For a positive integer $d$, vectors $x, y \in \mathbb{R}^{d}$, denote by $\langle x, y\rangle$ their dot product and by $x^{\top}$ the transpose of $x$. Let $\left(\Omega, \mathcal{F}, \mathbb{P},\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}\right)$ be a fixed probability space satisfying the usual conditions.

## $2.1 \quad \mathcal{L}^{p}\left(\mathbb{R}^{d}\right)$ Spaces

Denote

$$
\begin{aligned}
\mathcal{L}^{p}\left(\mathbb{R}^{d}\right)=\left\{\xi: \Omega \rightarrow \mathbb{R}^{d}, \mathcal{F} \text {-measurable, } \mathbb{E}|\xi|^{p}<\infty\right\}, \quad p \geqslant 1, \\
\mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right)=\left\{\varphi:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}, \mathcal{F} \text {-adapted càdlàg process, } \mathbb{E}\left[\sup _{0 \leqslant t \leqslant T}\left|\varphi_{t}\right|^{2}\right]<\infty\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{L}^{0}\left(0, T ; \mathbb{R}^{d}\right) & =\left\{\psi:[0, T] \times \Omega \rightarrow \mathbb{R}^{d}, \mathcal{F} \text {-progressively measurable process }\right\}, \\
\mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right) & =\left\{\psi \in \mathcal{L}^{0}\left(0, T ; \mathbb{R}^{d}\right):\|\psi\|_{2}^{2}=\mathbb{E}\left[\int_{0}^{T}\left|\psi_{t}\right|^{2} d t\right]<\infty\right\}
\end{aligned}
$$

It can be shown that $\mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ is a Hilbert spaces; see [21, Lemma A.2.5].

### 2.2 Martingales

This subsection is devoted to the definitions and basic properties of martingales, supermartingales, submartingales. First, we have the following definitions.

Definition 1.6. An $n$-dimensional stochastic process $\left\{U_{t}\right\}_{t \geqslant 0}$ on $(\Omega, \mathcal{F}, \mathbb{P})$ is called a martingale with respect to a filtration $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$ and measure $\mathbb{P}$ if
(i) $U_{t}$ is $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$-adapted,
(ii) $\mathbb{E}\left[\left|U_{t}\right|\right]<\infty$ for all $t$,
(iii) $\mathbb{E}\left[U_{s} \mid \mathcal{F}_{t}\right]=U_{t}$ for all $s \geqslant t \geqslant 0$.

A supermartingale is defined similarly but replace (iii) by

$$
\mathbb{E}\left[U_{s} \mid \mathcal{F}_{t}\right] \leqslant U_{t} \quad \text { for all } \quad s \geqslant t \geqslant 0 .
$$

A submartingale is defined similarly but replace (iii) by

$$
\mathbb{E}\left[U_{s} \mid \mathcal{F}_{t}\right] \geqslant U_{t} \quad \text { for all } \quad s \geqslant t \geqslant 0 .
$$

Further, we define another important class of martingale.
Definition 1.7. A process $\left\{V_{t}\right\}$ is said to be a local martingale if there exists a sequence of stopping times $\tau_{k}$ such that $V_{t}^{\tau_{k}}$ is a martingale, with $\tau_{k} \rightarrow \infty$ a.s. increasing.

Of course, every martingale is a local martingale, and additionally every bounded local martingale is a martingale. We now look at the conditions needed to ensure convergence of martingales.

Theorem 1.8. Let $U$ be a right-continuous supermartingale such that $\sup _{0 \leqslant t \leqslant \infty} \mathbb{E}\left\{\left|U_{t}\right|\right\}<\infty$.
Then $V=\lim _{t \rightarrow \infty} U_{t}$ exists a.s., and $\mathbb{E}[|V|]<\infty$.
Next, we have the Doob-Meyer decompsotion theorem.
Theorem 1.9. The Doob-Meyer decomposition expresses a submartingale in continuous time as the unique way as the sum of a martingale and a nondecreasing predictible process. That is, if $U_{t}$ is a submartingale, then

$$
U_{t}=M_{t}-A_{t}, \quad 0 \leqslant t \leqslant T,
$$

where $M_{t}$ is a $\mathcal{F}$-martingale and $A_{t}$ is a nondecreasing process.
To proceed, we mention the definitions of quadratic variations (optional and predictable quadratic variations) and covariations which will be needed for important estimates in the next chapters.

Definition 1.10. (i) If $X_{t}(\cdot): \Omega \rightarrow \mathbb{R}$ is a continuous stochastic process, then the quadratic variation process of $X_{t},[X]_{t}$ is defined by

$$
[X]_{t}(\omega)=\lim _{\Delta t_{k} \rightarrow 0} \sum_{t_{k} \leqslant t}\left|X_{t_{k+1}}(\omega)-X_{t_{k}}(\omega)\right|^{2} \text { (limit in probability) }
$$

where $0=t_{1}<t_{2}<\ldots<t_{n}=t$ and $\Delta t_{k}=t_{k+1}-t_{k}$.
(ii) More generally, the covariation of two processes $X$ and $Y$ is

$$
[X, Y]_{t}(\omega)=\lim _{\Delta t_{k} \rightarrow 0} \sum_{t_{k} \leqslant t}\left(X_{t_{k+1}}(\omega)-X_{t_{k}}(\omega)\right)\left(Y_{t_{k+1}}(\omega)-Y_{t_{k}}(\omega)\right) \text { (limit in probability). }
$$

The predictable quadratic variation is sometimes used for locally square integrable martingales. This is written as $\left\langle U_{t}\right\rangle$, and is defined to be the unique right-continuous and increasing predictable process starting at zero such that $U^{2}-\langle U\rangle$ is a local martingale. Its existence follows from the Doob-Meyer decomposition theorem and, for continuous local martingales, it is the same as the quadratic variation.

Definition 1.11. A square integrable martingale is called purely discontinuous martingale if it is (strongly) orthogonal to all the square integrable martingales with continuous trajectories. According to Theorem 3 in Section 1.5 in [51], any square integrable martingale can be decomposed into the sum of a martingale with continuous trajectory and null at 0 and a purely discontinuous martingale. The (optional) quadratic variation of a purely discontinuous martingale is a pure jump process.

Now we are in a position to state the Burkholder-Davis-Gundy inequality, which is frequently used throughout the dissertation.

Theorem 1.12 (Burkholder-Davis-Gundy inequality). For any $1 \leqslant p<\infty$ there exist positive constants $c_{p}, C_{p}$ such that, for all local martingales $X$ with $X_{0}=0$ and stopping times $\tau$,
the following inequality holds

$$
c_{p} \mathbb{E}\left[[X]_{\tau}^{p / 2}\right] \leqslant \mathbb{E}\left[\sup _{s \leqslant \tau}\left|X_{s}\right|^{p}\right] \leqslant C_{p} \mathbb{E}\left[[X]_{\tau}^{p / 2}\right] .
$$

Furthermore, for continuous local martingales, this statement holds for all $0<p<\infty$.
Finally, let us mention some important martingale convergence theorems.
Theorem 1.13 (Doob's martingale convergence theorem I). Let $U_{t}$ be a right-continuous supermartingale with the property that

$$
\sup _{t>0} \mathbb{E}\left[U_{t}^{-}\right]<\infty
$$

where $U_{t}^{-}=\max \left(-U_{t}, 0\right)$. Then the pointwise limit

$$
U(\omega)=\lim _{t \rightarrow \infty} U_{t}(\omega)
$$

exists for a.a. $\omega$ and $\mathbb{E}\left[U^{-}\right]<\infty$.
Theorem 1.14 (Doob's martingale convergence theorem II). Let $U_{t}$ be a right-continuous supermartingale. Then the following are equivalent:
(i) $\left\{U_{t}\right\}_{t \geqslant 0}$ is uniformly integrable.
(ii) There exists $U \in \mathcal{L}^{1}(\mathbb{P})$ such that $U_{t} \rightarrow U$ a.e. $(\mathbb{P})$ and $U_{t} \rightarrow U$ in $\mathcal{L}^{1}(\mathbb{P})$; that is,

$$
\int\left|U_{t}-U\right| d \mathbb{P} \rightarrow 0 \text { as } t \rightarrow \infty
$$

### 2.3 Brownian Motions

On $\left(\Omega, \mathcal{F}, \mathcal{F}_{t}, \mathbb{P}\right)$, a (one-dimensional) process $W(\cdot)$ is called a (standard) Brownian motion if it satisfies the following conditions
(i) $W_{t}$ is almost surely continuous. That is, $\mathbb{P}\left(\omega: W_{t}(\omega)\right.$ is continuous in $\left.t\right)=1$.
(ii) $W_{t}$ has stationary, independent increments.
(iii) $W_{t}$ is a Gaussian process. That is, $W_{t}-W_{s} \sim \mathcal{N}(0, t-s)$ for $0 \leqslant s \leqslant t$.

Note that $W_{t}$ has independent increments means that for all $0 \leqslant t_{1}<\ldots<t_{k}<\infty$, the random variables

$$
W_{t_{1}}, W_{t_{2}}-W_{t_{1}}, \ldots, W_{t_{k}}-W_{t_{k-1}} \text { are independent. }
$$

Equivalently, $W_{s}-W_{t}$ is independent of $\mathcal{F}_{t}$ for any $s>t \geqslant 0$. In addition, $W_{t}$ has stationary increments means that the process $\left\{W_{t+h}-W_{t}\right\}_{h \geqslant 0}$ has the same distribution for all $t \geqslant 0$. Furthermore, the quadratic variations of a one-dimensional Brownian motion $W_{t}$ is $[W]_{t}=t$ a.s.

A $d$-dimensional process $W(\cdot)=\left(W_{1}(\cdot), W_{2}(\cdot), \ldots, W_{d}(\cdot)\right)^{\top}$ is a $d$-dimensional Brownian motion if each $W_{i}(\cdot), 1 \leqslant i \leqslant d$, is a standard one-dimensional Brownian motion and all $d$ components $\left\{W_{1}(\cdot), W_{2}(\cdot), \ldots, W_{d}(\cdot)\right\}$ are independent.

Due to the property of independent increments, every $d$-dimensional Brownian motion $W_{t}$ is a martingale with respect to the $\sigma$-algebras $\mathcal{F}_{t}$ generated by $\left\{W_{s} \mid s \leqslant t\right\}$. More precisely, we have

$$
\mathbb{E}\left(W_{t} \mid \mathcal{F}_{s}\right)=W_{s}, \quad \text { for all } \quad 0 \leqslant s \leqslant t
$$

### 2.4 Markov Chains

Let $\mathcal{M}=\left\{1,2, \ldots, m_{0}\right\}$ be a finite set and $\mu$ a probability measure on $\mathcal{M}$. A transition matrix $P(t)=\left(p_{i_{0} j_{0}}(t)\right)_{i_{0}, j_{0} \in \mathcal{M}}$ is a $m_{0} \times m_{0}$ matrix that satisfies the following conditions for every $i_{0}, j_{0} \in \mathcal{M}$ and $s, t \geqslant 0$,

$$
\begin{aligned}
& \text { (i) } p_{i_{0} j_{0}}(t) \geqslant 0, \\
& \text { (ii) } \sum_{j_{0} \in \mathcal{M}} p_{i_{0} j_{0}}(t)=1, \\
& \text { (iii) } \sum_{k_{0} \in \mathcal{M}} p_{i_{0} k_{0}}(s) p_{k_{0} j_{0}}(t)=p_{i_{0} j_{0}}(s+t) .
\end{aligned}
$$

A transition matrix $P$ is called standard if $\lim _{t \rightarrow 0_{+}} p_{i_{0} j_{0}}(t)=\delta_{i_{0} j_{0}}$. In addition, matrix $P$ is called measurable if $p_{i_{0} j_{0}}(\cdot)$ is a measurable function in $(0, \infty)$. Note that if $P(t)$ satisfies the first two conditions, it is called a stochastic matrix. The last condition is often referred to
as the Chapman-Kolmogorov equation. We shall always assume that the transition matrix $P$ is standard and measurable.

Definition 1.15. A continuous-time process $\alpha(\cdot)$ defined on $(\Omega, \mathcal{F}, \mathbb{P})$ with values in the state space $\mathcal{M}$ is called a Markov chain with initial distribution $\mu$ and transition matrix $P(t)$ if
(i) $\mathbb{P}\left(\alpha_{0}=i_{0}\right)=\mu\left(i_{0}\right)$, and
(ii) for any $j_{0}, i_{0}, i_{1}, \ldots, i_{n} \in \mathcal{M}$ and $s>t>t_{1}>\ldots>t_{n} \geqslant 0$,

$$
\mathbb{P}\left(\alpha_{s}=j_{0} \mid \alpha_{t}=i_{0}, \alpha_{t_{k}}=i_{k}, 1 \leqslant k \leqslant n\right)=\mathbb{P}\left(\alpha_{s}=j_{0} \mid \alpha_{t}=i_{0}\right)=p_{i_{0} j_{0}}(s-t) .
$$

It can be shown that $P(t)$ is differentiable at 0 (See the book by Kai Lai Chung [2], Sections II.2-3.) In other words, for any $i_{0} \neq j_{0} \in \mathcal{M}$, the limits

$$
-p_{i_{0} i_{0}}^{\prime}(0)=\lim _{t \rightarrow 0_{+}} \frac{1-p_{i_{0} i_{0}}(t)}{t}, \quad p_{i_{0} j_{0}}^{\prime}(0)=\lim _{t \rightarrow 0_{+}} \frac{p_{i_{0} j_{0}}(t)}{t}
$$

exist and finite. Denote $Q=\left(q_{i_{0} j_{0}}\right)=P^{\prime}(0)$ then $P$ satisfies the following initial value linear ordinary differential equation

$$
\left\{\begin{aligned}
\frac{d P(t)}{d t} & =P(t) Q, \quad t \geqslant 0 \\
P(0) & =I_{m_{0}}
\end{aligned}\right.
$$

which leads to the explicit presentation

$$
P(t)=e^{t Q}=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} Q^{n}, \quad t \geqslant 0 .
$$

Since $P(t)$ is a stochastic matrix, it is clear that the matrix $Q=\left(q_{i_{0} j_{0}}\right)_{i_{0}, j_{0} \in \mathcal{M}}$ satisfies the following properties for any $i_{0} \neq j_{0} \in \mathcal{M}$
(i) $\quad q_{i_{0} j_{0}} \geqslant 0$,
(ii) $\sum_{j_{0} \in \mathcal{M}} q_{i_{0} j_{0}}=0$.

Note that beside the Definition 1.15, we can also define a Makov chain in two other ways using a matrix $Q$ satisfied above conditions (which is called the generator of the Markov chain), or using the jump chain and holding times. It is obvious that for a Markov chain with the generator matrix $Q$, we have

$$
\mathbb{P}\left(\alpha(t+h)=j_{0} \mid \alpha(t)=i_{0}\right)= \begin{cases}q_{i_{0} j_{0}} t+o(h), & \text { if } i_{0} \neq j_{0}, \\ 1+q_{i_{0} i_{0}} t+o(h), & \text { if } i_{0}=j_{0}\end{cases}
$$

## Martingales Associated with a Markov Chain.

Definition 1.16. For a Markov chain $\alpha(\cdot)$ with state space $\mathcal{M}$ and generator matrix $Q$, associated with each pair $\left(i_{0}, j_{0}\right) \in \mathcal{M} \times \mathcal{M}$ satisfying $i_{0} \neq j_{0}$, define the process

$$
\begin{equation*}
M_{i_{0} j_{0}}(t)=\left[M_{i_{0} j_{0}}\right](t)-\left\langle M_{i_{0} j_{0}}\right\rangle(t) \tag{1.2.1}
\end{equation*}
$$

where

$$
\left[M_{i_{0} j_{0}}\right](t)=\sum_{0 \leqslant s \leqslant t} \mathbb{1}\left(\alpha\left(s_{-}\right)=i_{0}\right) \mathbb{1}\left(\alpha(s)=j_{0}\right), \quad\left\langle M_{i_{0} j_{0}}\right\rangle(t)=\int_{0}^{t} q_{i_{0} j_{0}} \mathbb{1}\left(\alpha\left(s_{-}\right)=i_{0}\right) d s,
$$

and $\mathbb{1}$ denotes the usual zero-one indicator function.
It follows from [22] that the process $M_{i_{0} j_{0}}(t), 0 \leqslant t \leqslant T$ is a discontinuous and square integrable martingale with respect to $\mathcal{F}_{t}^{\alpha}$, which is null at the origin. The processes $\left[M_{i_{0} j_{0}}\right](t)$ and $\left\langle M_{i_{0} j_{0}}\right\rangle(t)$ are the optional and predictable quadratic variations, respectively. For convenience, we define

$$
M_{i_{0} i_{0}}(t)=\left[M_{i_{0} i_{0}}\right](t)=\left\langle M_{i_{0} i_{0}}\right\rangle(t)=0, \quad i_{0} \in \mathcal{M} .
$$

From the definition of optional quadratic covariations we have the following orthogonality relation

$$
\begin{equation*}
\left[M_{i_{0} j_{0}}, W\right]=0, \quad\left[M_{i_{0} j_{0}}, M_{p_{0} q_{0}}\right]=0 \text { when }\left(i_{0}, j_{0}\right) \neq\left(p_{0}, q_{0}\right), \tag{1.2.2}
\end{equation*}
$$

where $\left[M_{i_{0} j_{0}}, W\right]$ and $\left[M_{i_{0} j_{0}}, M_{p_{0} q_{0}}\right]$ are the optional quadratic covariations of the pairs $\left(M_{i_{0} j_{0}}, W\right)$ and $\left(M_{i_{0} j_{0}}, M_{p_{0} q_{0}}\right)$, respectively; see [22, 33]. Denote

$$
\begin{aligned}
& \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)=\left\{\lambda=\left(\lambda_{i_{0} j_{0}}: i_{0}, j_{0} \in \mathcal{M}\right) \text { such that } \lambda_{i_{0} j_{0}} \in \mathcal{L}^{0}\left(0, T ; \mathbb{R}^{d}\right), \lambda_{i_{0} i_{0}} \equiv 0,\right. \\
&\text { and } \left.\sum_{i_{0}, j_{0} \in \mathcal{M}} \mathbb{E} \int_{0}^{T}\left|\lambda_{i_{0} j_{0}}(t)\right|^{2} d\left[M_{i_{0} j_{0}}\right](t)<\infty\right\}
\end{aligned}
$$

For a collection of $\mathcal{F}$-progressively measurable functions $\lambda_{t}=\left(\lambda_{i_{0} j_{0}}(t)\right)_{i_{0}, j_{0} \in \mathcal{M}}, t \geqslant 0$, we denote

$$
\int_{0}^{t} \lambda_{s} \bullet d M_{s}=\sum_{i_{0}, j_{0} \in \mathcal{M}} \int_{0}^{t} \lambda_{i_{0} j_{0}}(s) d M_{i_{0} j_{0}}(s) \text { and } \lambda_{t} \bullet d M_{t}=\sum_{i_{0}, j_{0} \in \mathcal{M}} \lambda_{i_{0} j_{0}}(t) d M_{i_{0} j_{0}}(t) .
$$

It can be shown that $\mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ is a Hilbert space; see [21, Lemma A.2.5].

## 3 Stochastic Integrals with Martingales

In this section, we expand upon what we have discussed so far to define the stochastic integrals needed to make sense of the SDEs we will see. We begin with the standard stochastic integral, then the case with a continuous markov chain, and finally with jump. With these martingale and stochastic integral connections established, we are able to work with such stochastic differential equations. This section closely follows Watanabe [28], chapter II, which can be consulted for a details on the concepts which follow.

### 3.1 Stochastic Integrals

We first begin with the original formulation of the stochastic integral courtesy of K. Itô himself, as described by Watanabe [28]. Let $\left(\Omega, \mathcal{F}, \mathbb{P},\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}\right)$ be a fixed probability space satisfying the usual conditions. Let $W_{t}$ be a one dimensional $\mathcal{F}_{t}$-Brownian motion. To begin, we introduce the the following spaces

Definition 1.17. Let $\mathbb{L}^{2}$ be the space of all real-valued measurable processes $\left\{\phi_{t}\right\}_{t \geqslant 0}$ on $\Omega$ which are adapted to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$ such that for every $T>0$

$$
\|\phi\|_{2, T}^{2}=\mathbb{E}\left[\int_{0}^{T} \phi^{2}(s, \omega) d s\right]<\infty
$$

We consider $\phi_{1}=\phi_{2}$ if $\left\|\phi_{1}-\phi_{2}\right\|_{2, T}=0$ for every $T>0$. Further we define for every $\phi \in \mathbb{L}^{2}$

$$
\|\phi\|_{2}=\sum_{n=1}^{\infty} \frac{1}{2^{n}}\left(\|\phi\|_{2, n} \wedge 1\right)
$$

Note that $\left\|\phi-\phi_{2}\right\|_{2}$ defines a metric on $\mathbb{L}$, which is complete. Additionally, note that we can always take a $\phi \in \mathbb{L}^{2}$ such that $\phi$ is predictable without loss of generality. Further we define another class of processes:

Definition 1.18. Let $\mathbb{L}^{0}$ be the space of processes $\phi \in \mathbb{L}^{2}$ that satisfies the following properties:
(i) There exists a sequence of real numbers $0=t_{0}<t_{1}<\ldots<t_{n}<\ldots<\infty$
(ii) There exists a sequence of random variables $\left\{f_{i}\right\}_{i=0}^{\infty}$ such that $f_{i}$ is $\mathcal{F}_{t_{i}}$-measurable, with $\sup _{i}\left\|f_{i}\right\|_{\infty}<\infty$ and

$$
\phi(t, \omega)= \begin{cases}f_{0}(\omega), & t=0  \tag{1.3.1}\\ f_{i}(\omega), & t \in\left(t_{i}, t_{i+1}\right], \quad i=0,1, \ldots\end{cases}
$$

It is known that $\mathbb{L}^{0}$ is dense in $\mathbb{L}^{2}$ with the metric $\|\cdot\|_{2}$. See Watanabe [28], lemma 1.1 from chapter II, for the proof. Next, we define the space of all square integrable martingales. Definition 1.19. Let $\mathbb{M}^{2}$ be the space of all square integrable martingales $\left\{X_{t}\right\}_{t \geqslant 0}$ on $(\Omega, \mathcal{F}, \mathbb{P})$ with respect to filtration $\left(\mathcal{F}_{t}\right)_{t \geqslant 0}$ and $X_{0}=0$ almost surely. Let $\mathbb{M}_{c}^{2}=\left\{X \in \mathbb{M}^{2}: t \mapsto\right.$ $X_{t}$ is continuous a.s. $\}$.
Definition 1.20. For $X \in \mathbb{M}^{2}$, we set

$$
\|X\|_{T}^{a}=\mathbb{E}\left[X_{T}^{2}\right]^{\frac{1}{2}}, \quad T>0
$$

and

$$
\|X\|^{b}=\sum_{n=1}^{\infty} \frac{1}{2^{n}}\left(\|X\|_{t}^{a} \wedge 1\right)
$$

It is known that $\mathbb{M}^{2}$ is a complete metric space with $\|X-Y\|^{b}$, for $X, Y \in \mathbb{M}^{2}$. Moreover, $\mathbb{M}_{c}^{2}$ is a closed subspace of $\mathbb{M}^{2}$. Finally, we can define the stochastic integral. Let $W(t)$ be
an $\mathcal{F}_{t}$-Brownian motion on our probability space, and $\phi \in \mathbb{L}^{0}$. By, (1.3.1), we then set

$$
I(\phi)(t, \omega)=\sum_{i=0}^{n-1} f_{i}(\omega)\left(W\left(t_{i+1}, \omega\right)-W\left(t_{i}, \omega\right)\right)+f_{n}(\omega)\left(W(t, \omega)-W\left(t_{n}, \omega\right)\right)
$$

for $t_{n} \leqslant t \leqslant t_{n+1}, n=0,1, \ldots$. Note we can then express $I(\phi)$ as the infinite sum

$$
I(\phi)(t)=\sum_{i=0}^{\infty} f_{i}\left(W\left(t \wedge t_{i+1}\right)-W\left(s \wedge t_{i}\right)\right)
$$

For $s \leqslant t$, we have

$$
\mathbb{E}\left[f_{i}\left(W\left(t \wedge t_{i+1}\right)-W\left(s \wedge t_{i}\right)\right) \mid \mathcal{F}_{s}\right]=f_{i}\left(W\left(t \wedge t_{i+1}\right)-W\left(s \wedge t_{i}\right)\right)
$$

Thus $I(\phi)(t) \in \mathbb{M}_{c}^{2}$. Additionally,

$$
\left.\mathbb{E}\left[I(\phi)(t)^{2}\right]=\sum \mathbb{E}\left[f_{i}\left(t \wedge t_{i+1}\right)-\left(t \wedge t_{i}\right)\right)\right]=\mathbb{E}\left[\int_{0}^{t} \phi^{2}(s, \omega) d s\right]
$$

Hence

$$
\begin{gather*}
\|I(\phi)\|_{T}^{a}=\|\phi\|_{2, T}  \tag{1.3.2}\\
\|I(\phi)\|^{b}=\|\phi\|_{2} \tag{1.3.3}
\end{gather*}
$$

Now, for $\phi \in \mathbb{L}^{2}$, we know through $\mathbb{L}^{0}$ being dense in $\mathbb{L}^{2}$ with respect to $\|\cdot\|_{2}$ that there is a $\phi_{n} \in \mathbb{L}^{0}$ such that $\left\|\phi-\phi_{n}\right\|_{2} \rightarrow 0$. We also know $I\left(\phi_{n}\right)$ is a Cauchy sequence in $\mathbb{M}^{2}$ since by (3.3) we have $\left\|I(\phi)_{n}-I(\phi)_{m}\right\|^{b}=\left\|\phi_{n}-\phi_{m}\right\|_{2}$ and hence through the completeness of $\mathbb{M}^{2}$, it converges to a unique limit which we denote $I(\phi) \in \mathbb{M}_{c}^{2}$.

Definition 1.21. $I(\phi) \in \mathbb{M}_{c}^{2}$ as defined above is called the stochastic integral of $\phi \in \mathbb{L}^{2}$ with respect to the Brownian motion $W_{t}$, with representation $I(\phi)(t)=\int_{0}^{t} \phi_{s} d W_{s}$.

Thus the stochastic integral is defined as a stochastic process itself, and one should now note for a fixed $t$ we also call the random variable $I(\phi)(t)$ a stochastic integral. Further, for an $m$-dimensional $F_{t}$-Brownian motion $W_{t}$, and $\phi_{t}^{1}, \ldots, \phi_{t}^{m} \in \mathbb{L}^{2}$, we can define the stochastic integrals $\int_{0}^{t} \phi_{s}^{i} d W_{s}^{m}$ for $i=1,2, . ., r$. We refrain from listing the properties of the stochastic integral until we have defined it for martingales.

We now expand the stochastic integral to that of local martingales. The framework for this formulation is quite similar to the construction of the previous stochastic integral, so we instruct the reader to persue the construction in its entirety from Watanabe [28], page 51. However, due to the definition of semimartingales (to be seen) requiring that of local martingales, we will list the required definitions. Similar to Definition 1.17 we have

Definition 1.22. Let $\mathbb{L}_{\text {loc }}^{2}$ be the space of all real-valued measurable processes $\{\phi\}_{t \geqslant 0}$ on $\Omega$ which are adapted to the filtration $\left\{\mathcal{F}_{t}\right\}$ such that for each $T>0$
$\int_{0}^{T} \phi^{2}(s, \omega) d s<\infty \quad$ a.s.
Similarly, we write $\phi_{1}=\phi_{2}$ if $\int_{0}^{T}\left|\phi_{1}(t, \omega)-\phi_{2}(t, \omega)\right|^{2} d t=0 \quad$ a.s. . Again, we take $\phi \in \mathbb{L}_{\text {loc }}^{2}$ as a predictable process without loss of generality. Recall the definition of a local martingale per Definition 1.7 .

Definition 1.23. Let $\mathbb{M}_{c}^{2}$ be the space of locally square integrable $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$ martingales $\left\{X_{t}\right\}_{t \geqslant 0}$ with $X_{0}=0$. Let $\mathbb{M}_{c, l o c}^{2}=\left\{X \in \mathbb{M}_{c}^{2}: t \mapsto X_{t}\right.$ is continuous a.s. $\}$

As stated, the stochastic integral $I(\phi) \in \mathbb{M}_{l o c}^{2}$ is defined in a similar manner to the previous.

Now we look to another formulation of the stochastic integral, which is constructed using $M \in \mathbb{M}^{2}$ martingales rather than solely Brownian motion.

### 3.2 Stochastic Integrals with Martingales

In this section, we wish to define the stochastic integral $\int_{0}^{t} \phi(s) d M(s)$ where $M \in \mathbb{M}^{2}$. This is concurrent with our original formulation when $M$ is an $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$-Brownian motion.

Let $\left(\Omega, \mathcal{F}, \mathbb{P},\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}\right)$ be a fixed probability space satisfying the usual conditions. Let $M \in \mathbb{M}^{2}$ with $\langle M\rangle$ as its corresponding quadratic variation. We proceed to begin to define the stochastic integral with respect to martingales in the same manner as Section 3.1, first introducing the following similar spaces

Definition 1.24. $\mathbb{L}^{2}(M)$ is the space of real-valued $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$-predictable processes such that for every $T>0$,

$$
\begin{equation*}
\left(\|\phi\|_{2, T}^{M}\right)^{2}=\mathbb{E}\left[\int_{0}^{T} \phi^{2}(s, \omega) d\langle M\rangle(s)\right]<\infty \tag{1.3.4}
\end{equation*}
$$

Similarly as the previous section we set

$$
\begin{equation*}
\|\phi\|_{2}^{M}=\sum_{n=1}^{\infty} \frac{1}{2^{n}}\left(\|\phi\|_{2, n}^{M} \wedge 1\right) \tag{1.3.5}
\end{equation*}
$$

Similar to the previous section, it can be shown that $\mathbb{L}^{0}$ is dense in $\mathbb{L}^{2}(M)$ in the metric $\|\cdot\|_{2}^{M}$. The stochastic integral with respect to a martingale is thus defined in the same manner as Section 3.1, for a $\phi \in \mathbb{L}^{0}$ defined by a similar function as 1.3.1), and setting

$$
I^{M}(\phi)(t, \omega)=\sum_{i=0}^{n-1} f_{i}(\omega)\left(M\left(t_{i+1}, \omega\right)-M\left(t_{i}, \omega\right)\right)+f_{n}(\omega)\left(M(t, \omega)-M\left(t_{n}, \omega\right)\right)
$$

for $t_{n} \leqslant t \leqslant t_{n+1}, n=0,1, \ldots$. By the same isometry for $\left\|I^{M}(\phi)\right\|^{b}=\|\phi\|_{2}^{M}$ we can take a similar conclusion to Definition 1.21 .
Definition 1.25. $I^{M}(\phi) \in \mathbb{M}^{2}$ is called the stochastic integral of $\phi \in \mathbb{L}^{2}(M)$ with respect to $M \in \mathbb{M}^{2}$. We denote $I^{M}(\phi)=\int_{0}^{t} \phi(s) d M(s)$

Note that if $M \in \mathbb{M}_{c}^{2}$, then $I^{M}(\phi) \in \mathbb{M}_{c}^{2}$. Additionally, the case when $M$ is an $\mathcal{F}_{t^{-}}$ Brownian motion is the stochastic integral as defined by Definition 1.21. Next there are some properties of the stochastic integrals.
Lemma 1.26. The stochastic integral $I^{m}(\phi), \phi \in \mathbb{L}^{2}(M), M \in \mathbb{M}^{2}$ has the following properties:
(a) $I^{M}(\phi)(0)=0 \quad$ a.s.
(b) For each $t>s \geqslant 0$,

$$
\mathbb{E}\left[I^{M}(\phi)(t)-I^{M}(\phi)(s) \mid \mathcal{F}_{s}\right]=0
$$

(c) If $\phi, \psi \in \mathbb{L}^{2}(M)$ and $c_{1}, c_{2} \in \mathbb{R}$, then

$$
I^{M}\left(c_{1} \phi+c_{2} \psi\right)(t)=c_{1} I^{M}(\phi)(t)+c_{2} I^{M}(\psi)(t) \quad \text { for each } t \geqslant 0 \quad \text { a.s. }
$$

(d) If $\phi, \psi \in \mathbb{L}^{2}(M)$

$$
\mathbb{E}\left[\left(I^{M}(\phi)(t)-I^{M}(\phi)(s)\right)\left(I^{M}(\psi)(t)-I^{M}(\psi)(s)\right) \mid \mathcal{F}_{s}\right]=\mathbb{E}\left[\int_{s}^{t}(\phi \cdot \psi)(r) d\langle M\rangle(r) \mid \mathcal{F}_{s}\right] \quad \text { a.s. }
$$

(e) $X=I^{M}(\phi)$ is characterized as the unique $X \in \mathbb{M}^{2}$ such that

$$
\langle X, N\rangle(t)=\int_{0}^{t} \phi(r) d\langle M, N\rangle(r)
$$

for each $N \in \mathbb{M}^{2}$ and all $t \geqslant 0$.

Proof. See Watanabe [28], pages 55-57.

### 3.3 Itô's Formula

This section gives all of the relevant forms of Itô's formula for the conditional MckeanVlasov diffusion we study in Chapter 4 . Let $\left(\Omega, \mathcal{F}, \mathbb{P},\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}\right)$ be a fixed probability space satisfying the usual conditions, with a given $m$-dimensional Brownian motion $W_{t}=\left(W_{1}, \ldots, W_{m}\right)^{T}, t \geqslant$ 0 defined on the space.

Definition 1.27. An n-dimensional $\mathbb{R}^{n}$-valued continuous and adapted process $x(t)=\left(x_{1}(t), \ldots, x_{n}(t)\right)^{T}$ on $t \geqslant 0$ with form

$$
x(t)=x(0)+\int_{0}^{t} f(s) d s+\int_{0}^{t} \sigma(s) d W(s)
$$

where $f=\left(f_{1}, \ldots, f_{n}\right)^{T} \in \mathbb{L}^{1}\left(\mathbb{R}_{+}, \mathbb{R}^{n}\right)$ and $\sigma=\left(\sigma_{i j}\right)_{n \times m} \in \mathbb{L}^{2}\left(\mathbb{R}_{+}, \mathbb{R}^{n \times m}\right)$
is called an $n$-dimensional Itô process.
Let $C^{2,1}\left(\mathbb{R}^{n} \times \mathbb{R}_{+} ; \mathbb{R}\right)$ denote family of all real-valued functions $V(x, t)$ such that it is twice continuously differentiable in $x$ and once in $t$.

Theorem 1.28. Let $x(t)$ be an $n$-dimensional Itô process on $t \geqslant 0$ that satisfies Definition 1.27. Let $V \in C^{2,1}\left(\mathbb{R}^{n} \times \mathbb{R}_{+}: \mathbb{R}\right)$. Then, $V(x(t), t)$ is a real valued Itô process with its
stochastic differential given by

$$
\begin{aligned}
d V(x(t), t)= & {\left[V_{t}(x(t), t)+V_{x}(x(t), t) f(t)+\frac{1}{2} \operatorname{Tr}\left(\sigma^{T}(t) V_{x x}(x(t), t) \sigma(t)\right)\right] d t } \\
& +V_{x}(x(t), t) \sigma(t) d W(t) \quad \text { a.s. }
\end{aligned}
$$

Proof. See Oksendal [42], Thm 4.2.1.

Now, we seek to formulate a version of the Itô formula in a similar respect when we have added a Markov chain to our problem. Let $\left(\alpha_{s}\right)_{s \geqslant 0}$ be a right-continuous Markov chain with finite state space $\mathcal{M}=\left\{1,2, \ldots, m_{0}\right\}$ and generator matrix $Q=\left(q_{i_{0} j_{0}}\right)_{i_{0}, j_{0} \in \mathcal{M}}$ satisfying $q_{i_{0} j_{0}>0}$ for $i_{0} \neq j_{0}$ and $\sum_{j_{0} \in \mathcal{M}} q_{i_{0} j_{0}}=0$. We shall assume the $\alpha(\cdot)$ is adapted to the Brownian motion $W$. Consider the process $n$-dimensional process $X_{t}$ defined for each $n=1, \ldots, N$

$$
\begin{array}{r}
d X_{t}^{n}=b^{n}\left(t, X_{t}, \alpha_{t-}\right) d t+\sum_{m=1}^{N} \sigma_{n m}\left(t, X_{t}, \alpha_{t-}\right) d W_{t}^{m} \\
X_{0}^{n}=x_{0}^{n}, \quad \text { a.s. } \tag{1.3.7}
\end{array}
$$

for some $x_{0}^{n} \in \mathbb{R}$. The following is a formulation of Donnelly [3] for the Itô formula of such a process

Theorem 1.29. If $V \in C^{1,3}\left([0, T] \times \mathbb{R}^{n}\right)$ for each $i=1, \ldots, D$, then

$$
\begin{aligned}
V\left(t, X_{t}, \alpha_{t}\right) & =V\left(0, X_{0}, \alpha_{0}\right)+\int_{0}^{t} L V\left(s, X_{s}, \alpha_{s-}\right) d s \\
& +\sum_{n=1}^{N} \int_{0}^{t} \frac{\partial V}{\partial x_{n}}\left(s, X_{s}, \alpha_{s-}\right) \sum_{m=1}^{N} \sigma_{n m}\left(s, X_{s}, \alpha_{s-}\right) d W_{s}^{m} \\
& +\sum_{j \neq i} \int_{0}^{t}\left(V\left(s, X_{s}, j\right)-V\left(s, X_{s}, i\right)\right) d M_{i j}(t)
\end{aligned}
$$

where

$$
\begin{aligned}
L V(t, x, i)= & \frac{\partial V}{\partial t}(t, x, i)+\sum_{n=1}^{N} \frac{\partial V}{\partial x_{n}}(t, x, i) b_{n}(t, x, i) \\
& +\frac{1}{2} \sum_{n=1}^{N} \sum_{m=1}^{N} \frac{\partial^{2} V}{\partial x_{n} \partial x_{m}}(t, x, i) \sum_{l=1}^{N} \sigma_{n l}(t, x, i) \sigma_{m l}(t, x, i) \\
& +\sum_{j=1}^{D} q_{i j}(V(t, x, j)-V(t, x, i))
\end{aligned}
$$

for all $(t, x, i) \in[0, T] \times \mathbb{R}^{n} \times \mathcal{M}$.
Proof. See Protter [48], Thm 18, page 278.
Now, we consider Itô's formula for a very general class of processes we call semimartingales. Semimartingales are the largest class of processes for which the Itô integral can be defined, and as such, they have a special place in the theory. Particularly in the conditional Mckean-Vlasov diffusions we study further on, we use a form of Itô's formula given for a function on a space of pushforward probability measures for a specific class of semimartingales.

Definition 1.30. A process $x_{t}$ such that $x_{t}=x_{0}+A_{t}+M_{t}$, where $x_{0} \in \mathcal{F}_{0},\left\{A_{t}\right\}_{t \geqslant 0}$ is a continuous finite-variational process with $A_{0}=0$ that is adapted to $\mathcal{F}_{t}$, and $\left\{M_{t}\right\} \in \mathbb{M}_{c, l o c}^{2}$, is called a a continuous semimartingale.

Theorem 1.31. If $f(x) \in C^{2}(\mathbb{R})$, then

$$
f\left(x_{t}\right)-f\left(x_{0}\right)=\int_{0}^{t} f^{\prime}\left(x_{s}\right) d A_{s}+\int_{0}^{t} f^{\prime}\left(x_{s}\right) d M_{s}+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(x_{s}\right) d\langle M\rangle_{s}
$$

Proof. See Rong [49, Thm. 92.
Proposition 1.32 (General Itô's Formula). If $X=\left(X^{1}, X^{2}, \ldots, X^{d}\right)$ is a d-dimensional semimartingale and $f$ is a twice continuously differentiable real valued function on $\mathbb{R}^{d}$ then
$f(X)$ is a semimartingale, and

$$
\begin{aligned}
f\left(X_{t}\right)= & f\left(X_{0}\right)+\sum_{i=1}^{d} \int_{0}^{t} f_{i}\left(X_{s-}\right) d X_{s}^{i}+\frac{1}{2} \sum_{i, j=1}^{d} \int_{0}^{t} f_{i, j}\left(X_{s-}\right) d\left[X^{i}, X^{j}\right]_{s} \\
& +\sum_{s \leqslant t}\left(\Delta f\left(X_{s}\right)-\sum_{i=1}^{d} f_{i}\left(X_{s-}\right) \Delta X_{s}^{i}-\frac{1}{2} \sum_{i, j=1}^{d} f_{i, j}\left(X_{s-}\right) \Delta X_{s}^{i} \Delta X_{s}^{j}\right)
\end{aligned}
$$

where $X_{t-}$ is the left limit in $t, \Delta X_{t}=X_{t}-X_{t-}$ are the jumps, $d[X]_{t}$ is the quadratic variation of $X_{t}$ and $d[X, Y]_{t}$ is the quadratic covariation of $X_{t}$ and $Y_{t}, f_{i}$ is the first derivative of the ith element, and $f_{i, j}$ is the second derivative of the $j$ th element with first derivative of the ith element. People often write $d[X]_{t}=\left(d X_{t}\right)^{2}$ and $d[X, Y]_{t}=\left(d X_{t}\right)\left(d Y_{t}\right)$. This differs from the formula for continuous semimartingales by the use of the left limits $X_{t-}$, to ensure predictability, and the additional term summing over the jumps of $X$, which ensures that the jump of the right hand side at time $t$ is $\Delta f\left(X_{t}\right)$.

## 4 Stochastic Differential Equations

This section gives a brief introduction into stochastic differential equations (SDEs) and the results which give us the existence and uniqueness of their solutions. Of particular note, we introduce the classical SDE, the case with an added jump process, and the case with Markovian switching. This section follows the material provided from Mao and Yuan [38], Ikeda and Watanabe [28], Yong and Zhou [62], Li and Zheng [33], Rong [49], Ma, Protter, and Yong [34, and Platen [47].

### 4.1 Stochastic Differential Equations

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space with filtration $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$, with $W_{t}=\left(W_{1}, \ldots, W_{m}\right)^{T}$, $t \geqslant 0$ an $m$-dimensional Brownian motion defined on the space. Let both functions $f:\left[t_{0}, T\right] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{n}$ and $\sigma:\left[t_{0}, t\right] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times d}$ be Borel measurable. Consider the following classical stochastic differential equation

$$
\begin{equation*}
d X_{t}=f\left(t, X_{t}\right) d t+\sigma\left(t, X_{t}\right) d W_{t}, \quad t_{0} \leqslant t \leqslant T \tag{1.4.1}
\end{equation*}
$$

with $X_{t_{0}} \equiv X_{0}=\xi$.

Definition 1.33. Let $\left(\Omega, \mathcal{F},\{\mathcal{F}\}_{t_{0} \leqslant t \leqslant T}, \mathbb{P}\right)$ be given, with $W_{t}$ a given m-dimensional $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0^{-}}$ Brownian motion space with filtration $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$, and $\xi \mathcal{F}_{0}$-measurable. An $\mathbb{R}^{d}$-valued stochastic process $\left\{X_{t}\right\}_{t_{0} \leqslant t \leqslant T}$ is called a solution of (1.4.1) if it has the following properties
a. $\left\{X_{t}\right\}$ is continuous and adapted to $\mathcal{F}_{t}$ with $X_{0}=\xi \quad \mathbb{P}$-a.s.,
b. $\left\{f\left(t, X_{t}\right)\right\} \in \mathcal{L}^{1}\left(t_{0}, T ; \mathbb{R}^{d}\right)$ and $\left\{g\left(t, X_{t}\right)\right\} \in \mathcal{L}^{2}\left(t_{0}, T ; \mathbb{R}^{d \times d}\right)$,
c. $X_{t}=X_{0}+\int_{t_{0}}^{t} f\left(s, X_{s}\right) d s+\int_{t_{0}}^{t} \sigma\left(s, X_{s}\right) d W_{s}$ holds with probability 1 for all $t \in\left[t_{0}, T\right]$.
$A$ solution is considered unique if $\mathbb{P}\left(X_{t}=\bar{X}_{t}\right.$ for all $\left.t_{0} \leqslant t \leqslant T\right)=1$ where $\bar{X}_{t}$ is any other solution $\left\{\bar{X}_{t}\right\}$. Under the above conditions, we denote this as a strong solution.

We now turn to the conditions which guarantee the existence and uniqueness for such a solution.

Theorem 1.34. Let there be two constants $C_{1}, C_{2}>0$ such that
(a) for all $x, y \in \mathbb{R}^{d}$ and $t \in\left[t_{0}, T\right]$

$$
|f(t, x)-f(t, y)|^{2} \wedge|\sigma(t, x)-\sigma(t, y)|^{2} \leqslant C|x-y|^{2}
$$

(b) for all $(t, x) \in\left[t_{0}, T\right] \times \mathbb{R}^{d}$

$$
|f(t, x)|^{2} \wedge|\sigma(t, x)|^{2} \leqslant C_{2}(1+|x|)^{2}
$$

Then there exists a unique solution $X_{t}$ to equation 1.4.1 and the solution belongs to $\mathcal{L}^{2}\left(\left[t_{0}, T\right] ; \mathbb{R}^{d}\right)$.

Condition (a) is commonly referred to as the Lipschitz condition while (b) is referred to as the linear growth condition.

Proof. For a detailed proof of this result, see Mao and Yuan 38] page 82.

### 4.2 Stochastic Differential Equations with Regime Switching

Now, we turn to a set of similar results for SDEs which include Markovian switching. Let $\left(\Omega, \mathcal{F},\{\mathcal{F}\}_{t_{0} \leqslant t \leqslant T}, \mathbb{P}\right)$ be given, with $W_{t}$ a given $m$-dimensional and $\mathcal{F}_{t}$-adapted Brownian motion. Let $\left(\alpha_{s}\right)_{s \geqslant 0}$ be a right-continuous Markov chain with finite state space $\mathcal{M}=\left\{1,2, \ldots, m_{0}\right\}$ and generator matrix $Q=\left(q_{i_{0} j_{0}}\right)_{i_{0}, j_{0} \in \mathcal{M}}$ satisfying $q_{i_{0} j_{0}>0}$ for $i_{0} \neq j_{0}$
and $\sum_{j_{0} \in \mathcal{M}} q_{i_{0} j_{0}}=0$. We shall assume the $\alpha(\cdot)$ is independent to the Brownian motion $W$. Consider the following SDE with Markovian switching

$$
\begin{equation*}
d X_{t}=f\left(t, X_{t}, \alpha_{t}\right) d t+\sigma\left(t, X_{t}, \alpha_{t}\right) d W_{t}, \quad t_{0} \leqslant t \leqslant T \tag{1.4.2}
\end{equation*}
$$

with $X_{t_{0}} \equiv X_{0}=\xi$ and $\alpha_{t_{0}}=i_{0}$, where $i_{0}$ is an $\mathcal{M}$-valued $\mathcal{F}_{t_{0}}$-measurable random variable, and $f: \mathbb{R}_{+} \times \mathbb{R}^{d} \times \mathcal{M} \rightarrow \mathbb{R}^{d}$ and $\sigma: \mathbb{R}_{+} \times \mathbb{R}^{d} \times \mathcal{M} \rightarrow \mathbb{R}^{d \times m}$.
Theorem 1.35. Let there be two constants $\bar{C}_{1}, \bar{C}_{2}>0$ such that
(a) for all $x, y \in \mathbb{R}^{d}$ and $t \in\left[t_{0}, T\right]$ and $i \in \mathcal{M}$

$$
|f(t, x, i)-f(t, y, i)|^{2} \wedge|\sigma(t, x, i)-\sigma(t, y, i)|^{2} \leqslant \bar{C}_{1}|x-y|^{2}
$$

(b) for all $(t, x, i) \in\left[t_{0}, T\right] \times \mathbb{R}^{d} \times \mathcal{M}$

$$
|f(t, x, i)|^{2} \wedge|\sigma(t, x, i)|^{2} \leqslant \bar{C}_{2}(1+|x|)^{2}
$$

Then there exists a unique solution $X_{t}$ to equation 1.4 .2 and the solution belongs to $\mathcal{L}^{2}\left(\left[t_{0}, T\right] ; \mathbb{R}^{d}\right)$.

Proof. See Mao and Yuan [38], Thm. 3.13.

## 5 Backward Stochastic Differential Equations

This section is devoted to introducing a class of stochastic differential equations with terminal conditions conditions called backward and forward-backward stochastic differential equations. We first consider such equations without switching process. For the cases with regime switching, the martingales associated with the Markov chain will be needed to formulate the backward equations.

### 5.1 Backward Stochastic Differential Equations

Let $g:[0, T] \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \times \Omega \rightarrow \mathbb{R}^{q}$ and $\xi \in \mathcal{L}_{\mathcal{F}_{T}}^{2}\left(\mathbb{R}^{q}\right)$. A double of functions $\left(Y_{t}, Z_{t}\right) \in$ $\mathcal{S}^{2}\left(0, T ; \mathbb{R}^{q}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{q \times p}\right)$ is called a solution of the BSDE

$$
\left\{\begin{array}{l}
d Y_{t}=g\left(t, Y_{t}, Z_{t}\right) d t+Z_{t} d W_{t}, \quad 0 \leqslant t \leqslant T  \tag{1.5.1}\\
Y_{T}=\xi
\end{array}\right.
$$

if they satisfy the following equation

$$
Y_{t}=\xi-\int_{t}^{T} g\left(s, Y_{s}, Z_{s}\right) d s-\int_{t}^{T} Z_{s} d W_{s}, \quad 0 \leqslant t \leqslant T
$$

Theorem 1.36. Let for any $(y, z),(\bar{y}, \bar{z}) \in \mathbb{R}^{q} \times \mathbb{R}^{q \times p}, g(t, y, z)$ is $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$-adapted with $g(\cdot, 0,0) \in \mathcal{L}_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{q}\right)$. Moreover, there exists an $L>0$ such that

$$
|g(t, y, z)-g(t, \bar{y}, \bar{z})| \leqslant L\{|y-\bar{y}|+|z-\bar{z}|\}, \forall t \in[0, T], \mathbb{P} \text {-a.s. }
$$

Then for any given $\xi \in \mathcal{L}_{\mathcal{F}_{T}}^{2}\left(\mathbb{R}^{q}\right)$, the BSDE 1.5.1 admits a unique adapted solution $\left(Y_{t}, Z_{t}\right) \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{q}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{q \times p}\right)$.

Proof. See Yong and Zhou [62], Chapter 7, Thm. 3.2.

### 5.2 BSDEs with Regime Switching

Let $g:[0, T] \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \times \mathcal{M} \times \Omega \rightarrow \mathbb{R}^{q}$ and $\xi \in \mathcal{L}_{\mathcal{F}_{T}}^{2}\left(\mathbb{R}^{q}\right)$. A triple of functions $\left(Y_{t}, Z_{t}, \Lambda_{t}\right) \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{q}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{q \times p}\right) \times \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{q}\right)$ is called a solution of the BSDE

$$
\left\{\begin{array}{l}
d Y_{t}=g\left(t, Y_{t}, Z_{t}, \alpha_{t}\right) d t+Z_{t} d W_{t}+\Lambda_{t} \bullet d M_{t}, \quad 0 \leqslant t \leqslant T  \tag{1.5.2}\\
Y_{T}=\xi
\end{array}\right.
$$

if they satisfy the following equation

$$
Y_{t}=\xi-\int_{t}^{T} g\left(s, Y_{s}, Z_{s}, \alpha_{s}\right) d s-\int_{t}^{T} Z_{s} d W_{s}-\int_{t}^{T} \Lambda_{s} \bullet d M_{s}, \quad 0 \leqslant t \leqslant T
$$

Theorem 1.37. Given a pair $(\xi, g)$ satisfying
(a) $\mathbb{E}|\xi|^{2}<\infty$,
(b) $g: \Omega \times[0, T] \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \times \mathcal{M} \rightarrow \mathbb{R}^{q}$ such that
(i) $g(t, y, z, i)$ is $\mathcal{F}_{t}$-progressively measurable for all $y, z$,
(ii) $g(t, 0,0, i) \in \mathcal{L}_{\mathcal{F}}^{2}\left(\mathbb{R}^{q}\right)$
(iii) $g$ satisfies uniform Lipschitz condition in $(y, z)$, i.e $\exists C>0$ such that

$$
\begin{array}{r}
\left|g\left(t, y_{1}, z_{1}, i\right)-g\left(t, y_{2}, z_{2}, i\right)\right|^{2} \leqslant C\left(\left|y_{1}-y_{2}\right|+\left|z_{1}-z_{2}\right|\right), \\
\forall y_{1}, y_{2} \in \mathbb{R}^{q}, z_{1}, z_{2} \in \mathbb{R}^{q \times p} \mathbb{P} \otimes \text { Leb a.e.. }
\end{array}
$$

Then there exists a unique solution $\left(Y_{t}, Z_{t}, \Lambda_{t}\right) \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{q}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{q \times p}\right) \times \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{q}\right)$ to the regime switching BSDE (1.5.2).

Proof. See Li and Zheng [33], Thm. 5.15.

## 6 Forward-Backward Stochastic Differential Equations

This section continue to introducing another class of stochastic differential equations with combined initial-terminal conditions called forward-backward stochastic differential equations. Again, we first consider such equations without regime switching. As seen in the previous section, for the cases with regime switching, the martingales associated with the Markov chain will be needed to formulate the backward equations in the forward-backward systems. Different from the backward stochastic differential equations, the coupled forwardbackward stochastic differential equations normally require complicated conditions for their well-posedness.

FBSDEs have been studied extensively since 1990s because of their numerous applications in many areas such as control and game theory [45, 62], mathematical economics [23], and mathematical finance [18, 29]. However, while in many situations the solvability of the original (applied) problems is essentially equivalent to the solvability of certain type of FBSDEs, these FBSDEs are often beyond the scope of any existing frameworks, especially when they are outside the Markovian paradigm, where the PDE tool becomes powerless. In fact, the balance between the regularity of the coefficients and the time duration, as well as the
nondegeneracy (of the forward diffusion), has been a longstanding problem in the FBSDE literature, especially in a general non-Markovian framework.

### 6.1 Forward-Backward Stochastic Differential Equations

There are three main approaches for the wellposedess of the FBSDEs, each of which has its own advantages and disadvantages. In [11] and then [43], the method of contraction mapping was studied, which works well for small time durations. In [34], the four-step-scheme was first introduced to establish the existence and uniqueness of solutions of FBSDEs under non-degenerate condition of the forward equation and some regularity requirements of the coefficients (see also [20, 64]). In [25], the existence and uniqueness of solutions of FBSDEs are proved under monotonicity condition without non-degeneracy condition of the forward equation and use the continuation method. The monotonicity condition is then remarkably weakened and developed in subsequent works [24, 44, 60]. For the progress and related works on FBSDEs, we refer the reader to [35, 37] and the references therein. It is worth noting that these three methods do not cover each other.

Let the coefficient functions

$$
\begin{aligned}
& f:[0, T] \times \Omega \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \rightarrow \mathbb{R}^{p}, \\
& g:[0, T] \times \Omega \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \rightarrow \mathbb{R}^{q}, \\
& \sigma:[0, T] \times \Omega \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \rightarrow \mathbb{R}^{q \times p}, \\
& h: \Omega \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{q}
\end{aligned}
$$

be measurable functions with respect to the Borel $\sigma$-fields. We consider a measurable process $\left(X_{t}, Y_{t}, Z_{t}\right) \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{q \times p}\right)$ which is a solution of the problem

$$
\left\{\begin{array}{l}
X_{t}=\xi+\int_{0}^{t} f\left(s, X_{s}, Y_{s}, Z_{s}\right) d s+\int_{0}^{t} \sigma\left(s, X_{s}, Y_{s}, Z_{s}\right) d W_{s}  \tag{1.6.1}\\
Y_{t}=h\left(X_{T}\right)-\int_{t}^{T} g\left(s, X_{s}, Y_{s}, Z_{s}\right) d s-\int_{t}^{T} Z_{s} d W_{s}, \quad t \in[0, T]
\end{array}\right.
$$

First, the Method of Contraction Mapping. This method, first used by Antonelli [11] and later detailed by Pardoux and Tang [43], works well when the duration $T$ is relatively small.

Second, the Method of Continuation. This was a method that can treat non-Markovian FBSDEs with arbitrary duration, initiated by Hu and Peng [25] and Peng and Wu 44], and later developed by Yong [60]. The main assumption for this method is the so-called "monotonicity conditions" on the coefficients, which is restrictive in a different way. This method has been used widely in applications (see, e.g., Wu [54], Wu and Yu [55], Yu [63]) because of its pure probabilistic nature.

Third, the Four Step Scheme. This was the first solution method that removed restriction on the time duration for Markovian FBSDEs, initiated by Ma, Protter and Yong [34; the trade-off is the requirement on the regularity of the coefficients so that a "decoupling" quasi-linear PDE has a classical solution.

Theorem 1.38. Let
(a) The functions $f, g, \sigma, \hat{\sigma}$ and $h$ are smooth functions taking values in $\mathbb{R}^{p}, \mathbb{R}^{q}, \mathbb{R}^{p \times p}, \mathbb{R}^{q \times p}$ and $\mathbb{R}^{q}$, respectively, and with first order derivatives in $x, y, z$ being bounded by some constant $L>0$.
(b) The function $\sigma$ satisfies

$$
\sigma(t, x, y) \sigma(t, x, y)^{\top} \geqslant \nu(|y|) I, \forall(t, x, y) \in[0, T] \times \mathbb{R}^{p} \times \mathbb{R}^{q},
$$

for some positive continuous function $\nu(\cdot)$.
(c) For each fixed $(t, x, y, z) \in[0, T] \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p}$, the linear map $\hat{\sigma}_{z}(t, x, y, z) \in \mathcal{L}\left(\mathbb{R}^{q \times p}\right)$ (the space of all linear transforms on $\left.\mathbb{R}^{q \times p}\right)$ is invertible with the inverse $\hat{\sigma}_{z}(t, x, y, z)^{-1}$
satisfying

$$
\begin{array}{r}
\left\|\hat{\sigma}_{z}(t, x, y, z)^{-1}\right\|_{\mathcal{L}\left(\mathbb{R}^{q \times p}\right)} \leqslant \lambda(|y|), \\
(t, x, y, z) \in[0, T] \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p},
\end{array}
$$

for some continuous function $\lambda(\cdot)$. Moreover, for any $(t, x, y) \in[0, T] \times \mathbb{R}^{p} \times \mathbb{R}^{q}$,

$$
\left\{\hat{\sigma}(t, x, y, z) \mid x \in \mathbb{R}^{q \times p}\right\}=\mathbb{R}^{q \times p} ;
$$

and there exists a positive continuous function $\kappa(\cdot)$, such that

$$
\sup \{|z| \mid \hat{\sigma}(t, x, y, z)=O\} \leqslant \kappa(|y|), \forall(t, x, y) \in[0, T] \times \mathbb{R}^{p} \times \mathbb{R}^{q}
$$

(d) There exists a function $\mu$ and constants $C>0$ and $\alpha \in(0,1)$, such that $h$ is bounded in $C^{2+\alpha}\left(\mathbb{R}^{q}\right)$ and for all $(t, x, y, z) \in[0, T] \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{n \times m}$,

$$
\begin{gathered}
|\sigma(t, x, y)| \leqslant C \\
|f(t, x, y, 0)| \leqslant \mu(|y|) \\
|g(t, x, 0, z)| \leqslant C
\end{gathered}
$$

Then the forward-backward SDE (1.6.1) admits a unique adapted solution $(X, Y, Z)$.
Proof. See Ma, Protter and Yong [34], Thm. 4.1.

### 6.2 FBSDEs with Regime Switching

In contrast to the vast literature on FBSDEs, such equations with Markovian switching have not received as needed attention. Although BSDEs with Markovian switching were studied in [22, 33] and were used to formulate stochastic recursive control problems [65], to the best of our knowledge, there is no available well-posedness result even for the FBSDEs with Markovian switching.

To proceed, let the coefficient functions

$$
\begin{aligned}
& f:[0, T] \times \Omega \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \times \mathcal{M} \rightarrow \mathbb{R}^{p}, \\
& g:[0, T] \times \Omega \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \times \mathcal{M} \rightarrow \mathbb{R}^{q}, \\
& \sigma:[0, T] \times \Omega \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \times \mathcal{M} \rightarrow \mathbb{R}^{q \times p}, \\
& h: \Omega \times \mathbb{R}^{p} \times \mathcal{M} \rightarrow \mathbb{R}^{q}
\end{aligned}
$$

be measurable functions with respect to the Borel $\sigma$-fields. We consider a measurable process $\left(X_{t}, Y_{t}, Z_{t}, \Lambda_{t}\right) \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{p}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{q}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{q \times p}\right) \times \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{q}\right)$ which is a solution of the problem

$$
\left\{\begin{array}{l}
X_{t}=\xi+\int_{0}^{t} f\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d s+\int_{0}^{t} \sigma\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d W_{s}  \tag{1.6.2}\\
Y_{t}=h\left(X_{T}, \alpha_{T}\right)-\int_{t}^{T} g\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d s-\int_{t}^{T} Z_{s} d W_{s}-\int_{t}^{T} \Lambda_{s} \bullet d M_{s}, \quad t \in[0, T]
\end{array}\right.
$$

## 7 McKean-Vlasov Stochastic Differential Equations

The topic of weakly interacting systems has a long history beginning with the study of systems of interacting particles by the Austrian physicist Ludwig Boltzamann.

The more mathematically rigorous construction was introduced by Kac and expanded upon by Mckean.

We introduce the following construction for a linear Mckean-Vlasov process. Let $\left\{\mathcal{F}_{t}\right\}_{t \geqslant 0}$ be a filtered probability space with $\mathbb{R}^{d}$ valued independent Brownian motion $\left\{W_{t}\right\}_{t \geqslant 0}$ Let the function $f(\cdot, \cdot): \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ be Lipschitz continuous and bounded. Allow $X_{0}$ to be an $\mathcal{F}_{0}$-measurable, $\mathbb{R}^{d}$ valued random variable with distribution $u_{0}$. We introduce the equation

$$
\left\{\begin{array}{l}
d X_{t}=d W_{t}+\int f\left(X_{t}, y\right) u_{t}(d y) d t  \tag{1.7.1}\\
X_{t=0}=X_{0}
\end{array}\right.
$$

where $u_{t}(d y)$ is the law of $X_{t}$. This is the original specialized linear case as originally studies by Mckean and Sznitman. The following result can be found in Sznitman [53], Thm 1.1.

Theorem 1.39. The SDE 1.7.1 has a unique strong solution.
The proof ends up being a fixed point argument. With this result established, we introduce the interacting diffusion system,

$$
\left\{\begin{array}{l}
d X_{t}^{i, N}=d W_{s}^{i}+\frac{1}{N} \sum_{j=1}^{N} f\left(X_{t}^{i, N}, X_{t}^{j, N}\right) d t, \quad i=1,2, \ldots, N \\
X_{0}^{i, N}=x_{0}^{i}
\end{array}\right.
$$

The desired result is that each $X^{i, N}$ tends to a limit $\bar{X}^{i, N}$ as $N$ goes to infinity. It turns out this $\bar{X}^{i, N}$ is none other than the nonlinear process as described by 1.7.1. Let $\bar{X}^{i}, i \geqslant 1$ be given as the solution of (using the previous theorem)

$$
\begin{equation*}
\bar{X}_{t}^{i}=x_{0}^{i}+W_{0}^{i}+\int_{0}^{t} \int f\left(\bar{X}_{s}^{i}, y\right) u_{s}(d y) d s \tag{1.7.2}
\end{equation*}
$$

where $u_{s}(d y)$ is the law of $\bar{X}_{s}^{i}$. Then we have the following result,

## Theorem 1.40.

$$
\sup _{N} \sqrt{N} \mathbb{E}\left[\sup _{t \leqslant T}\left|X_{t}^{i, N}-\bar{X}_{t}^{i}\right|\right]<\infty
$$

The particular case detailed above is a special linear version used to introduce the concepts. The limit result of Theorem 1.40 is commonly found in the literature as propagation of chaos. A more generalized version of (1.7.1) where the coefficients depend on the law exists, commonly found in the literature as the nonlinear Mckean-Vlasov process. This is the general case that we study in our research hereafter, with the added complexities of Markov switching. To introduce the generalized version we first define the Wasserstein metric. Let $\mathcal{P}\left(\mathbb{R}^{d}\right)$ denote the set of all probability measures on $\left(\mathbb{R}^{d}, \mathcal{B}\left(\mathbb{R}^{d}\right)\right)$. $\left\{\mathbb{P}_{t}\right\}_{t \geqslant 0}$ are commonly denoted as flows of probability measures in the literature. For each $p \geqslant 1$, let $\mathcal{P}_{p}\left(\mathbb{R}^{d}\right)$, be the subset of $\mathcal{P}\left(\mathbb{R}^{d}\right)$ containing all measures with bounded $p$-moments, that is $\mathcal{P}_{p}\left(\mathbb{R}^{d}\right)=\left\{\mu \in \mathcal{P}\left(\mathbb{R}^{d}\right): \int_{\mathbb{R}^{d}}|x|^{p} \mu(d x)<\infty\right\}$. We endow $\mathcal{P}\left(\mathbb{R}^{d}\right)$ with the $p$-Wasserstein metric
$W_{p}(\cdot, \cdot)$ defined as follows:

$$
\begin{equation*}
W_{p}(\mu, \eta)=\inf \left\{\left(\int_{\mathbb{R}^{d} \times \mathbb{R}^{d}}|x-y|^{p} \pi(d x d y)\right)^{1 / p}: \pi \in \Pi(\mu, \eta)\right\}, \quad \mu, \eta \in \mathcal{P}_{p}\left(\mathbb{R}^{d}\right) \tag{1.7.3}
\end{equation*}
$$

where $\Pi(\mu, \eta)=\left\{\pi \in \mathcal{P}\left(\mathbb{R}^{2 d}\right): \pi\left(A \times \mathbb{R}^{d}\right)=\mu(A), \pi\left(\mathbb{R}^{d} \times B\right)=\eta(B), \forall A, B \in \mathcal{B}\left(\mathbb{R}^{d}\right)\right\}$.
Consider the Mckean-Vlasov diffusion

$$
\begin{equation*}
d X_{t}=f\left(X_{t}, \mathbb{P}_{t}\right) d t+\sigma\left(X_{t}, \mathbb{P}_{t}\right) d W_{t} \tag{1.7.4}
\end{equation*}
$$

where $W_{t}$ is a Brownian motion and $\mathbb{P}_{t}$ is the law of $X_{t}$. Naturally, one might see this equation and think of the notion of differentiation along flows of probability measures. While there is much relevant research which provides answers to this question, Pham [45] derived a form of Itô's formula for flows of measures on a class of semimartingales. Furthermore, regarding the existence and uniqueness of (1.7.4),

Theorem 1.41. Let $\mathbb{P}_{0} \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$. Assume that for $b$ and $\sigma$ there exists $C>0$ such that all $x, y \in \mathbb{R}^{d}$ and for all $\mu, \nu \in \mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ it holds that

$$
|f(x, \mu)-f(y, \nu)|+|\sigma(x, \mu)-\sigma(y, \nu)| \leqslant C\left(|x-y|+W_{2}(\mu, \nu)\right),
$$

where $W_{2}$ denotes the Wasserstein metric with $p=2$. Then for any $T>0$ the $S D E$ (1.7.4) has a unique strong solution on $[0, T]$.

The proof for this result can be found in Carmona 15.
With these results established, we are ready to move on to a similar set of equations, this time dependent upon the conditional law with added Markovian switching.

# CHAPTER 2 <br> Local Solutions to FBSDEs with Regime Switching 

Let

$$
\begin{aligned}
& f:[0, T] \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \times \mathcal{M} \rightarrow \mathbb{R}^{p}, \\
& g:[0, T] \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \times \mathcal{M} \rightarrow \mathbb{R}^{q}, \\
& \sigma:[0, T] \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathcal{M} \rightarrow \mathbb{R}^{q \times p}, \\
& h: \mathbb{R}^{p} \times \mathcal{M} \rightarrow \mathbb{R}^{q}
\end{aligned}
$$

be measurable functions with respect to the Borel $\sigma$-fields. We consider a measurable process $\left(X_{t}, Y_{t}, Z_{t}, \Lambda_{t}\right) \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{p}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{q}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{q \times p}\right) \times \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{q}\right)$ solution of the problem

$$
\left\{\begin{align*}
X_{t} & =\xi+\int_{0}^{t} f\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d s+\int_{0}^{t} \sigma\left(s, X_{s}, Y_{s}, \alpha_{s}\right) d W_{s}  \tag{2.0.1}\\
Y_{t} & =h\left(X_{T}, \alpha_{T}\right)+\int_{t}^{T} g\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d s-\int_{t}^{T} Z_{s} d W_{s}-\int_{t}^{T} \Lambda_{s} \bullet d M_{s} \\
t & \in[0, T]
\end{align*}\right.
$$

## 1 Existence and Uniqueness of Local Solutions

Assumption (A) We say that the functions $f, g, h$, and $\sigma$ satisfy Assumption (A) if there exist constants $K$ and $L$ such that
(A1) For all $t \in[0, T], i_{0} \in \mathcal{M}$, and $(x, y, z),\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p}$,

$$
\begin{aligned}
& \left|f\left(t, x, y, z, i_{0}\right)-f\left(t, x, y^{\prime}, z^{\prime}, i_{0}\right)\right| \leqslant K\left(\left|y-y^{\prime}\right|+\left\|z-z^{\prime}\right\|\right), \\
& \left|g\left(t, x, y, z, i_{0}\right)-g\left(t, x^{\prime}, y, z^{\prime}, i_{0}\right)\right| \leqslant K\left(\left|x-x^{\prime}\right|+\left\|z-z^{\prime}\right\|\right), \\
& \left|h\left(x, i_{0}\right)-h\left(x^{\prime}, i_{0}\right)\right| \leqslant K\left|x-x^{\prime}\right|, \\
& \left\|\sigma\left(t, x, y, i_{0}\right)-\sigma\left(t, x^{\prime}, y^{\prime}, i_{0}\right)\right\|^{2} \leqslant K^{2}\left(\left|x-x^{\prime}\right|^{2}+\left|y-y^{\prime}\right|^{2}\right) .
\end{aligned}
$$

(A2) For all $t \in[0, T],\left(x, y, z, i_{0}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \times \mathcal{M}$, and $\left(x^{\prime}, y^{\prime}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{q}$,

$$
\begin{aligned}
& \left\langle x-x^{\prime}, f\left(t, x, y, z, i_{0}\right)-f\left(t, x^{\prime}, y, z, i_{0}\right)\right\rangle \leqslant K\left|x-x^{\prime}\right|^{2}, \\
& \left\langle y-y^{\prime}, g\left(t, x, y, z, i_{0}\right)-g\left(t, x, y^{\prime}, z, i_{0}\right)\right\rangle \leqslant K\left|y-y^{\prime}\right|^{2} .
\end{aligned}
$$

(A3) For all $t \in[0, T]$ and $\left(x, y, z, i_{0}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \times \mathcal{M}$,

$$
\begin{aligned}
& \left|f\left(t, x, y, z, i_{0}\right)\right| \leqslant L(1+|x|+|y|+\|z\|), \\
& \left|g\left(t, x, y, z, i_{0}\right)\right| \leqslant L(1+|x|+|y|+\|z\|), \\
& \left|h\left(x, i_{0}\right)\right| \leqslant L(1+|x|), \\
& \left\|\sigma\left(t, x, y, i_{0}\right)\right\| \leqslant L(1+|x|+|y|) .
\end{aligned}
$$

(A4) For all $t \in[0, T], x \in \mathbb{R}^{p}, y \in \mathbb{R}^{q}, z \in \mathbb{R}^{q \times p}$, and $i_{0} \in \mathcal{M}$, the functions $u \mapsto f\left(t, u, y, z, i_{0}\right)$ and $v \mapsto g\left(t, x, v, z, i_{0}\right)$ are continuous.

Theorem 2.1. Assume that Assumption (A) holds. Then there exists a constant $C_{1}=$ $C_{1}(K)>0$, only depending on $K$, such that for every $T \leqslant C_{1}$, the equation 2.0.1) admits a unique solution.

Proof. Consider the mapping

$$
\begin{aligned}
& \Gamma: \quad \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{p}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{q}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{q \times p}\right) \times \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{q}\right) \\
& \rightarrow \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{p}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{q}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{q \times p}\right) \times \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{q}\right) \\
&\left(X_{t}, Y_{t}, Z_{t}, \Lambda_{t}\right) \mapsto\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{Z}_{t}, \bar{\Lambda}_{t}\right)
\end{aligned}
$$

where $\left(\bar{X}_{t}, \bar{Y}_{t}, \bar{Z}_{t}, \bar{\Lambda}_{t}\right)$ is defined as follows

$$
\begin{equation*}
\bar{X}_{t}=\xi+\int_{0}^{t} f\left(s, \bar{X}_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d s+\int_{0}^{t} \sigma\left(s, \bar{X}_{s}, Y_{s}, \alpha_{s}\right) d W_{s}, \quad t \in[0, T] \tag{2.1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{Y}_{t}=h\left(\bar{X}_{T}, \alpha_{T}\right)+\int_{t}^{T} g\left(s, \bar{X}_{s}, \bar{Y}_{s}, \bar{Z}_{s}, \alpha_{s}\right) d s-\int_{t}^{T} \bar{Z}_{s} d W_{s}-\int_{t}^{T} \bar{\Lambda}_{s} \bullet d M_{s}, \quad t \in[0, T] . \tag{2.1.2}
\end{equation*}
$$

Note that $\bar{X}_{t}$ is defined as the solution of (2.1.1) which is a forward SDE, whereas $\left(\bar{Y}_{t}, \bar{Z}_{s}, \bar{\Lambda}_{s}\right)$ are defined as the solution of the BSDE (2.1.2). The solutions to BSDEs with regime switching are investigated in [33] with respect to the the $\sigma$-field generated by the Brownian and Markov chain only. However, in our case with $\sigma\{\xi\}$ is included in $\mathcal{F}_{0}$, the martingale representation theorem (see [21, Theorem B.4.6]) is still valid. That is, every square integrable $\left\{\mathcal{F}_{t}\right\}$-martingale can be represented as a stochastic integral with respect to $W_{t}$ and $M_{t}$. As a consequence, the existence and uniqueness of solutions to BSDEs given in [33, Theorem 5.15] can be extended to our case. Therefore, 2.1 .2 has a unique solution and $\Gamma$ is well-defined.

Next, we will show that there exists a constant $C_{1}=C_{1}(K)>0$, only depending on $K$, such that for every $T \leqslant C_{1}, \Gamma$ is a contraction. Without any loss of generality we can assume that $T \leqslant 1$. Let $\left(S_{t}, U_{t}, V_{t}, \Upsilon_{t}\right) \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{p}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{q}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{q \times p}\right) \times \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{q}\right)$ and denote $\left(\bar{S}_{t}, \bar{U}_{t}, \bar{V}_{t}, \bar{\Upsilon}_{t}\right)=\Gamma\left(S_{t}, U_{t}, V_{t}, \Upsilon_{t}\right)$. In view of Assumption (A) and the Itô's formula for $|\bar{X}-\bar{S}|^{2}$, there exists a constant $\gamma_{K}$, only depending on $K$, such that

$$
\begin{aligned}
\left|\bar{X}_{t}-\bar{S}_{t}\right|^{2}= & 2 \int_{0}^{t}\left\langle\bar{X}_{s}-\bar{S}_{s}, f\left(s, \bar{X}_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)-f\left(s, \bar{S}_{s}, U_{s}, V_{s}, \alpha_{s}\right)\right\rangle d s \\
& +2 \int_{0}^{t}\left\langle\bar{X}_{s}-\bar{S}_{s},\left(\sigma\left(s, \bar{X}_{s}, Y_{s}, \alpha_{s}\right)-\sigma\left(s, \bar{S}_{s}, U_{s}, \alpha_{s}\right)\right) d W_{s}\right\rangle \\
& +\int_{0}^{t}\left|\sigma\left(s, \bar{X}_{s}, Y_{s}, \alpha_{s}\right)-\sigma\left(s, \bar{S}_{s}, U_{s}, \alpha_{s}\right)\right|^{2} d s \\
= & 2 \int_{0}^{t}\left\langle\bar{X}_{s}-\bar{S}_{s}, f\left(s, \bar{X}_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)-f\left(s, \bar{X}_{s}, U_{s}, V_{s}, \alpha_{s}\right)\right\rangle d s \\
& +2 \int_{0}^{t}\left\langle\bar{X}_{s}-\bar{S}_{s}, f\left(s, \bar{X}_{s}, U_{s}, V_{s}, \alpha_{s}\right)-f\left(s, \bar{S}_{s}, U_{s}, V_{s}, \alpha_{s}\right)\right\rangle d s \\
& +2 \int_{0}^{t}\left\langle\bar{X}_{s}-\bar{S}_{s},\left(\sigma\left(s, \bar{X}_{s}, Y_{s}, \alpha_{s}\right)-\sigma\left(s, \bar{S}_{s}, U_{s}, \alpha_{s}\right)\right) d W_{s}\right\rangle \\
& +\int_{0}^{t}\left|\sigma\left(s, \bar{X}_{s}, Y_{s}, \alpha_{s}\right)-\sigma\left(s, \bar{S}_{s}, U_{s}, \alpha_{s}\right)\right|^{2} d s \\
\leqslant & 2 K \int_{0}^{t}\left|\bar{X}_{s}-\bar{S}_{s}\right|\left(\left|Y_{s}-U_{s}\right|+\left\|Z_{s}-V_{s}\right\|\right) d s \\
& +2 K \int_{0}^{t}\left|\bar{X}_{s}-\bar{S}_{s}\right|^{2} d s \\
& +2 \int_{0}^{t}\left\langle\bar{X}_{s}-\bar{S}_{s},\left(\sigma\left(s, \bar{X}_{s}, Y_{s}, \alpha_{s}\right)-\sigma\left(s, \bar{S}_{s}, U_{s}, \alpha_{s}\right)\right) d W_{s}\right\rangle \\
& +K^{2} \int_{0}^{t}\left(\left|\bar{X}_{s}-\bar{S}_{s}\right|^{2}+\left|Y_{s}-U_{s}\right|^{2}\right) d s
\end{aligned}
$$

Hence, there exists a constant $\gamma_{K}$, only depending on $K$, such that

$$
\begin{aligned}
& \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{X}_{t}-\bar{S}_{t}\right|^{2} \\
& \leqslant \gamma_{K}\left[\mathbb{E} \int_{0}^{T}\left|\bar{X}_{s}-\bar{S}_{s}\right|\left(\left|\bar{X}_{s}-\bar{S}_{s}\right|+\left|Y_{s}-U_{s}\right|+\left\|Z_{s}-V_{s}\right\|\right) d s\right. \\
& \left.\quad+\mathbb{E} \int_{0}^{T}\left(\left|\bar{X}_{s}-\bar{S}_{s}\right|^{2}+\left|Y_{s}-U_{s}\right|^{2}\right) d s\right] \\
& \quad+2 \mathbb{E}\left[\sup _{[0, T]} \mid \int_{0}^{t}\left\langle\bar{X}_{s}-\bar{S}_{s},\left(\sigma\left(s, \bar{X}_{s}, Y_{s}, \alpha_{s}\right)-\sigma\left(s, \bar{S}_{s}, U_{s}, \alpha_{s}\right)\right) d W_{s}\right\rangle\right]
\end{aligned}
$$

In what follows, we can modify $\gamma_{K}$ if necessary, so this constant may vary from place to place. By Burkholder-Davis-Gundy's inequality and Young's inequality,

$$
\begin{aligned}
& \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{X}_{t}-\bar{S}_{t}\right|^{2} \\
& \leqslant \gamma_{K}\left\{\mathbb{E} \int_{0}^{T}\left|\bar{X}_{s}-\bar{S}_{s}\right|\left(\left|\bar{X}_{s}-\bar{S}_{s}\right|+\left|Y_{s}-U_{s}\right|+\left\|Z_{s}-V_{s}\right\|\right) d s\right. \\
&+\mathbb{E} \int_{0}^{T}\left(\left|\bar{X}_{s}-\bar{S}_{s}\right|^{2}+\left|Y_{s}-U_{s}\right|^{2}\right) d s \\
&\left.+\mathbb{E}\left[\left|\int_{0}^{T}\left\langle\bar{X}_{s}-\bar{S}_{s},\left(\sigma\left(s, \bar{X}_{s}, Y_{s}, \alpha_{s}\right)-\sigma\left(s, \bar{S}_{s}, U_{s}, \alpha_{s}\right)\right) d W_{s}\right\rangle\right|^{2}\right]^{1 / 2}\right\} \\
& \leqslant \gamma_{K}\left\{\mathbb{E} \int_{0}^{T}\left|\bar{X}_{s}-\bar{S}_{s}\right|\left(\left|\bar{X}_{s}-\bar{S}_{s}\right|+\left|Y_{s}-U_{s}\right|+\left\|Z_{s}-V_{s}\right\|\right) d s\right. \\
&+\mathbb{E} \int_{0}^{T}\left(\left|\bar{X}_{s}-\bar{S}_{s}\right|^{2}+\left|Y_{s}-U_{s}\right|^{2}\right) d s \\
&\left.+\mathbb{E}\left[\int_{0}^{T}\left|\bar{X}_{s}-\bar{S}_{s}\right|^{2}\left\|\mid \sigma\left(s, \bar{X}_{s}, Y_{s}, \alpha_{s}\right)-\sigma\left(s, \bar{S}_{s}, U_{s}, \alpha_{s}\right)\right\|^{2} d s\right]^{1 / 2}\right\} \\
& \leqslant \gamma_{K}\left\{\mathbb{E} \int_{0}^{T}\left|\bar{X}_{s}-\bar{S}_{s}\right|\left(\left|\bar{X}_{s}-\bar{S}_{s}\right|+\left|Y_{s}-U_{s}\right|+\left\|Z_{s}-V_{s}\right\|\right) d s\right. \\
&+\mathbb{E} \int_{0}^{T}\left(\left|\bar{X}_{s}-\bar{S}_{s}\right|^{2}+\left|Y_{s}-U_{s}\right|^{2}\right) d s \\
&\left.+\mathbb{E}\left[\int_{0}^{T}\left|\bar{X}_{s}-\bar{S}_{s}\right|^{2}\left(\left|\bar{X}_{s}-\bar{S}_{s}\right|^{2}+\left|Y_{s}-U_{s}\right|^{2}\right) d s\right]^{1 / 2}\right\}
\end{aligned}
$$

By Cauchy-Schwarz's inequality we arrive at

$$
\mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{X}_{t}-\bar{S}_{t}\right|^{2} \leqslant \gamma_{K} \sqrt{T}\left(\mathbb{E} \sup _{0 \leqslant s \leqslant T}\left|\bar{X}_{s}-\bar{S}_{s}\right|^{2}+\mathbb{E} \sup _{0 \leqslant s \leqslant T}\left|Y_{s}-U_{s}\right|^{2}+\mathbb{E} \int_{0}^{T}\left\|Z_{s}-V_{s}\right\|^{2} d s\right) .
$$

As a consequence,

$$
\begin{equation*}
\left(1-\gamma_{K} \sqrt{T}\right) \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{X}_{t}-\bar{S}_{t}\right|^{2} \leqslant \gamma_{K} \sqrt{T}\left(\mathbb{E} \sup _{0 \leqslant s \leqslant T}\left|Y_{s}-U_{s}\right|^{2}+\mathbb{E} \int_{0}^{T}\left\|Z_{s}-V_{s}\right\|^{2} d s\right) . \tag{2.1.3}
\end{equation*}
$$

Next, by Itô's formula for non-continuous semimartingales,

$$
\begin{align*}
& \left|\bar{Y}_{t}-\bar{U}_{t}\right|^{2}+\int_{t}^{T}\left\|\bar{Z}_{s}-\bar{V}_{s}\right\|^{2} d s+\int_{t}^{T}\left|\bar{\Lambda}_{s}-\bar{\Upsilon}_{s}\right|^{2} \bullet d[M]_{s} \\
& =\left|h\left(\bar{X}_{T}, \alpha_{T}\right)-h\left(\bar{S}_{T}, \alpha_{T}\right)\right|^{2}+2 \int_{t}^{T}\left\langle\bar{Y}_{s}-\bar{U}_{s}, g\left(s, \bar{X}_{s}, \bar{Y}_{s}, \bar{Z}_{s}, \alpha_{s}\right)-g\left(s, \bar{S}_{s}, \bar{U}_{s}, \bar{V}_{s}, \alpha_{s}\right)\right\rangle d s \\
& \quad-2 \int_{t}^{T}\left\langle\bar{Y}_{s}-\bar{U}_{s},\left(\bar{Z}_{s}-\bar{V}_{s}\right) d W_{s}\right\rangle-2 \int_{t}^{T}\left\langle\bar{Y}_{s}-\bar{U}_{s}, \bar{\Lambda}_{s}-\bar{\Upsilon}_{s}\right\rangle \bullet d M_{s} . \tag{2.1.4}
\end{align*}
$$

Note that

$$
\mathbb{E} \int_{t}^{T}\left\langle\bar{Y}_{s}-\bar{U}_{s},\left(\bar{Z}_{s}-\bar{V}_{s}\right) d W_{s}\right\rangle=\int_{t}^{T}\left\langle\bar{Y}_{s}-\bar{U}_{s}, \bar{\Lambda}_{s}-\bar{\Upsilon}_{s}\right\rangle \bullet d M_{s}=0
$$

$\forall i_{0}, j_{0} \in \mathcal{M}$, by using Assumption (A) and Cauchy-Schwarz inequality we obtain $\mathbb{E} \int_{t}^{T}\left\|\bar{Z}_{s}-\bar{V}_{s}\right\|^{2} d s+\mathbb{E} \int_{t}^{T}\left|\bar{\Lambda}_{s}-\bar{\Upsilon}_{s}\right|^{2} \bullet d[M]_{s}$ $=\mathbb{E}\left|h\left(\bar{X}_{T}, \alpha_{T}\right)-h\left(\bar{S}_{T}, \alpha_{T}\right)\right|^{2}+2 \mathbb{E} \int_{t}^{T}\left\langle\bar{Y}_{s}-\bar{U}_{s}, g\left(s, \bar{X}_{s}, \bar{Y}_{s}, \bar{Z}_{s}, \alpha_{s}\right)-g\left(s, \bar{S}_{s}, \bar{Y}_{s}, \bar{Z}_{s}, \alpha_{s}\right)\right\rangle d s$ $+2 \mathbb{E} \int_{t}^{T}\left\langle\bar{Y}_{s}-\bar{U}_{s}, g\left(s, \bar{S}_{s}, \bar{Y}_{s}, \bar{Z}_{s}, \alpha_{s}\right)-g\left(s, \bar{S}_{s}, \bar{U}_{s}, \bar{V}_{s}, \alpha_{s}\right)\right\rangle d s$ $\leqslant \gamma_{K}\left[\mathbb{E}\left|\bar{X}_{T}-\bar{S}_{T}\right|^{2}+\mathbb{E} \int_{t}^{T}\left|\bar{Y}_{s}-\bar{U}_{s}\right|\left(\left|\bar{X}_{s}-\bar{S}_{s}\right|+\left|\bar{Y}_{s}-\bar{U}_{s}\right|+\left\|\bar{Z}_{s}-\bar{V}_{s}\right\|\right) d s\right]$
$\leqslant \gamma_{K}\left((1+T) \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{X}_{t}-\bar{S}_{t}\right|^{2}+T \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{Y}_{t}-\bar{U}_{t}\right|^{2}\right)+\frac{1}{2} \mathbb{E} \int_{t}^{T}\left\|\bar{Z}_{s}-\bar{V}_{s}\right\|^{2} d s$.
Hence,

$$
\begin{align*}
& \mathbb{E} \int_{t}^{T}\left\|\bar{Z}_{s}-\bar{V}_{s}\right\|^{2} d s+\mathbb{E} \int_{t}^{T}\left|\bar{\Lambda}_{s}-\bar{\Upsilon}_{s}\right|^{2} \bullet d[M]_{s} \\
& \leqslant \gamma_{K}\left((1+T) \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{X}_{t}-\bar{S}_{t}\right|^{2}+T \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{Y}_{t}-\bar{U}_{t}\right|^{2}\right) . \tag{2.1.5}
\end{align*}
$$

By simple estimate, we can prove the following inequalities

$$
\begin{aligned}
& \mathbb{E}\left[\int_{0}^{T}\left|\bar{Y}_{s}-\bar{U}_{s}\right|^{2}\left\|\bar{Z}_{s}-\bar{V}_{s}\right\|^{2} d s\right]^{1 / 2} \leqslant \mathbb{E}\left[\frac{1}{4 \gamma_{K}} \sup _{0 \leqslant s \leqslant T}\left|\bar{Y}_{s}-\bar{U}_{s}\right|^{2}+4 \gamma_{K} \int_{0}^{T}\left\|\bar{Z}_{s}-\bar{V}_{s}\right\|^{2} d s\right], \\
& \mathbb{E}\left[\int_{0}^{T}\left|\bar{Y}_{s}-\bar{U}_{s}\right|^{2}\left|\bar{\Lambda}_{s}-\bar{\Upsilon}_{s}\right|^{2} \bullet d[M]_{s}\right]^{1 / 2} \\
& \quad \leqslant \mathbb{E}\left[\frac{1}{4 \gamma_{K}} \sup _{0 \leqslant s \leqslant T}\left|\bar{Y}_{s}-\bar{U}_{s}\right|^{2}+4 \gamma_{K} \int_{0}^{T}\left|\bar{\Lambda}_{s}-\bar{\Upsilon}_{s}\right|^{2} \bullet d[M]_{s}\right] .
\end{aligned}
$$

Using these inequalities and Burkholder-Davis-Gundy's inequality and (2.1.5) for (2.1.4) we get

$$
\begin{aligned}
& \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{Y}_{t}-\bar{U}_{t}\right|^{2} \\
& \leqslant \gamma_{K}\left\{\mathbb{E}\left|\bar{X}_{T}-\bar{S}_{T}\right|^{2}+\mathbb{E} \int_{0}^{T}\left|\bar{Y}_{s}-\bar{U}_{s}\right|\left(\left|\bar{X}_{s}-\bar{S}_{s}\right|+\left|\bar{Y}_{s}-\bar{U}_{s}\right|+\left\|\bar{Z}_{s}-\bar{V}_{s}\right\|\right) d s\right. \\
& \left.\quad+\mathbb{E}\left[\int_{0}^{T}\left|\bar{Y}_{s}-\bar{U}_{s}\right|^{2}\left\|\bar{Z}_{s}-\bar{V}_{s}\right\|^{2} d s\right]^{1 / 2}+\mathbb{E}\left[\int_{0}^{T}\left|\bar{Y}_{s}-\bar{U}_{s}\right|^{2}\left|\bar{\Lambda}_{s}-\bar{\Upsilon}_{s}\right|^{2} \bullet d[M]_{s}\right]^{1 / 2}\right\} \\
& \leqslant \gamma_{K}\left((1+T) \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{X}_{t}-\bar{S}_{t}\right|^{2}+T \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{Y}_{t}-\bar{U}_{t}\right|^{2}\right)+\frac{1}{2} \mathbb{E} \int_{t}^{T}\left\|\bar{Z}_{s}-\bar{V}_{s}\right\|^{2} d s \\
& +\mathbb{E}\left[\frac{1}{4 \gamma_{K}} \sup _{0 \leqslant s \leqslant T}\left|\bar{Y}_{s}-\bar{U}_{s}\right|^{2}+4 \gamma_{K} \int_{0}^{T}\left\|\bar{Z}_{s}-\bar{V}_{s}\right\|^{2} d s\right] \\
& +\mathbb{E}\left[\frac{1}{4 \gamma_{K}} \sup _{0 \leqslant s \leqslant T}\left|\bar{Y}_{s}-\bar{U}_{s}\right|^{2}+4 \gamma_{K} \int_{0}^{T}\left|\bar{\Lambda}_{s}-\bar{\Upsilon}_{s}\right|^{2} \bullet d[M]_{s}\right] \\
& \leqslant \gamma_{K}\left((1+T) \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{X}_{t}-\bar{S}_{t}\right|^{2}+T \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{Y}_{t}-\bar{U}_{t}\right|^{2}\right)
\end{aligned}
$$

This implies

$$
\begin{equation*}
\left(1-\gamma_{K} T\right) \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{Y}_{t}-\bar{U}_{t}\right|^{2} \leqslant \gamma_{K}(1+T) \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{X}_{t}-\bar{S}_{t}\right|^{2} \tag{2.1.6}
\end{equation*}
$$

Combining (2.1.3), 2.1.5 and 2.1.6 we obtain

$$
\begin{aligned}
& \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{X}_{t}-\bar{S}_{t}\right|^{2} \leqslant \frac{\gamma_{K} \sqrt{T}}{1-\gamma_{K} \sqrt{T}}\left(\mathbb{E} \sup _{0 \leqslant s \leqslant T}\left|Y_{s}-U_{s}\right|^{2}+\mathbb{E} \int_{0}^{T}\left\|Z_{s}-V_{s}\right\|^{2} d s\right), \\
& \mathbb{E} \int_{t}^{T}\left\|\bar{Z}_{s}-\bar{V}_{s}\right\|^{2} d s+\mathbb{E} \int_{t}^{T}\left|\bar{\Lambda}_{s}-\bar{\Upsilon}_{s}\right|^{2} \bullet d[M]_{s} \\
& \\
& \leqslant \gamma_{K}(1+T)\left(\mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{X}_{t}-\bar{S}_{t}\right|^{2}+\mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{Y}_{t}-\bar{U}_{t}\right|^{2}\right) .
\end{aligned}
$$

$$
\mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{Y}_{t}-\bar{U}_{t}\right|^{2} \leqslant \frac{\gamma_{K}(1+T)}{1-\gamma_{K} T} \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|\bar{X}_{t}-\bar{S}_{t}\right|^{2}
$$

It is easily seen that there exists a constant $C_{1}=C_{1}(K)>0$ only depending on $K$ such that for $T \leqslant C_{1}$, the mapping $\Gamma$ is contractive from $\mathcal{S}^{2}\left(0, T ; \mathbb{R}^{p}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{q}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{q \times p}\right) \times$ $\mathcal{M}^{2}\left(0, T ; \mathbb{R}^{q}\right)$ to itself. By the contraction mapping theorem, there exists a unique $\left\{\mathcal{F}_{t}\right\}-$ progressively measurable solution to 2.0.1).

Proposition 2.2. Under Assumption (A) there exists a constant $C_{2}=C_{2}(K) \in\left(0, C_{1}\right]$ only depending on $K$ such that for every $T \leqslant C_{2}$, for every quadruplet of functions $(\tilde{f}, \tilde{g}, \tilde{h}, \tilde{\sigma})$ satisfying Assumption ( $A$ ) with the same constants $K$ and $L$ as $(f, g, h, \sigma)$, for every $A \in \mathcal{F}_{0}$, and for all $\mathcal{F}_{0}$-measurable random vectors $\xi$ and $\tilde{\xi}$ with finite second moment, we have the following estimate

$$
\begin{align*}
& \mathbb{E}\left(\mathbb{1}_{A} \sup _{0 \leqslant s \leqslant T}\left|X_{s}-\tilde{X}_{s}\right|^{2}\right)+\mathbb{E}\left(\mathbb{1}_{A} \sup _{0 \leqslant s \leqslant T}\left|Y_{s}-\tilde{Y}_{s}\right|^{2}\right)+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left\|Z_{s}-\tilde{Z}_{s}\right\|^{2} d s \\
& \quad+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left|\Lambda_{s}-\tilde{\Lambda}_{s}\right|^{2} \bullet d[M]_{s} \\
& \leqslant \gamma_{K}\left\{\mathbb{E}\left(\mathbb{1}_{A}|\xi-\tilde{\xi}|^{2}\right)+\mathbb{E}\left(\mathbb{1}_{A}|h-\tilde{h}|^{2}\left(X_{T}\right)\right)+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\|\sigma-\tilde{\sigma}\|^{2}\left(s, X_{s}, Y_{s}, \alpha_{s}\right) d s\right. \\
& \left.\quad+\mathbb{E}\left[\left(\int_{0}^{T} \mathbb{1}_{A}|f-\tilde{f}|\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d s\right)^{2}+\left(\int_{0}^{T} \mathbb{1}_{A}|g-\tilde{g}|\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d s\right)^{2}\right]\right\} \tag{2.1.7}
\end{align*}
$$

where $\gamma_{K}$ is a constant only depending on $K$, the processes $\left(X_{s}, Y_{s}, Z_{s}, \Lambda_{s}\right)$ and $\left(\tilde{X}_{s}, \tilde{Y}_{s}, \tilde{Z}_{s}, \tilde{\Lambda}_{s}\right)$, $0 \leqslant s \leqslant T$, are respectively the solutions to the problems associated to the coefficients $(f, g, h, \sigma)$ and $(\tilde{f}, \tilde{g}, \tilde{h}, \tilde{\sigma})$ and to the initial conditions $(0, \xi)$ and $(0, \tilde{\xi})$.

Proof. According to Itô's formula and Burkholder-Davis-Gundy inequality, we have

$$
\begin{aligned}
& \mathbb{E}\left(\mathbb{1}_{A} \sup _{0 \leqslant t \leqslant T}\left|\tilde{X}_{t}-X_{t}\right|^{2}\right) \\
& \leqslant \mathbb{E}\left(\mathbb{1}_{A}|\tilde{\xi}-\xi|^{2}\right)+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left\|\tilde{\sigma}\left(s, \tilde{X}_{s}, \tilde{Y}_{s}, \alpha_{s}\right)-\sigma\left(s, X_{s}, Y_{s}, \alpha_{s}\right)\right\|^{2} d s \\
& \quad+2 \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left(\int_{0}^{t} \mathbb{1}_{A}\left\langle\tilde{X}_{s}-X_{s}, \tilde{f}\left(s, \tilde{X}_{s}, \tilde{Y}_{s}, \tilde{Z}_{s}, \alpha_{s}\right)-f\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle d s\right) \\
& \quad+2 \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left(\int_{0}^{t} \mathbb{1}_{A}\left\langle\tilde{X}_{s}-X_{s},\left(\tilde{\sigma}\left(s, \tilde{X}_{s}, \tilde{Y}_{s}, \alpha_{s}\right)-\sigma\left(s, X_{s}, Y_{s}, \alpha_{s}\right)\right) d W_{s}\right\rangle\right) \\
& \leqslant \mathbb{E}\left(\mathbb{1}_{A}|\tilde{\xi}-\xi|^{2}\right)+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left\|\tilde{\sigma}\left(s, \tilde{X}_{s}, \tilde{Y}_{s}, \alpha_{s}\right)-\sigma\left(s, X_{s}, Y_{s}, \alpha_{s}\right)\right\|^{2} d s \\
& \quad+2 \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left(\int_{0}^{t} \mathbb{1}_{A}\left\langle\tilde{X}_{s}-X_{s}, \tilde{f}\left(s, \tilde{X}_{s}, \tilde{Y}_{s}, \tilde{Z}_{s}, \alpha_{s}\right)-f\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle d s\right) \\
& \quad+\gamma \mathbb{E}\left(\int_{0}^{t} \mathbb{1}_{A}\left|\tilde{X}_{s}-X_{s}\right|^{2}\left\|\tilde{\sigma}\left(s, \tilde{X}_{s}, \tilde{Y}_{s}, \alpha_{s}\right)-\sigma\left(s, X_{s}, Y_{s}, \alpha_{s}\right)\right\|^{2} d s\right)^{1 / 2} .
\end{aligned}
$$

By using simple estimates for the last two terms in the above inequalities and modifying $\gamma$ we arrive at

$$
\begin{aligned}
& \mathbb{E}\left(\mathbb{1}_{A} \sup _{0 \leqslant t \leqslant T}\left|\tilde{X}_{t}-X_{t}\right|^{2}\right) \\
& \leqslant \gamma\left[\mathbb{E}\left(\mathbb{1}_{A}|\tilde{\xi}-\xi|^{2}\right)+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left\|\tilde{\sigma}\left(s, \tilde{X}_{s}, \tilde{Y}_{s}, \alpha_{s}\right)-\sigma\left(s, X_{s}, Y_{s}, \alpha_{s}\right)\right\|^{2} d s\right. \\
& \quad+\mathbb{E} \sup _{0 \leqslant t \leqslant T}\left(\int_{0}^{t} \mathbb{1}_{A}\left\langle\tilde{X}_{s}-X_{s}, \tilde{f}\left(s, \tilde{X}_{s}, \tilde{Y}_{s}, \tilde{Z}_{s}, \alpha_{s}\right)-\tilde{f}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle d s\right) \\
& \left.\quad+\mathbb{E}\left(\int_{0}^{t} \mathbb{1}_{A}\left|\tilde{f}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)-f\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right| d s\right)^{2}\right] .
\end{aligned}
$$

Therefore, Assumption (A) implies that there exists a constant $\gamma_{K}$ only depending on $K$ such that

$$
\begin{align*}
& \mathbb{E}\left(\mathbb{1}_{A} \sup _{0 \leqslant t \leqslant T}\left|\tilde{X}_{t}-X_{t}\right|^{2}\right) \\
& \leqslant \gamma_{K}\left[\mathbb{E}\left(\mathbb{1}_{A}|\tilde{\xi}-\xi|^{2}\right)+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left(\left|\tilde{X}_{s}-X_{s}\right|^{2}+\left|\tilde{Y}_{s}-Y_{s}\right|^{2}\right) d s\right. \\
& \quad+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left|\tilde{X}_{s}-X_{s}\right|\left\|\tilde{Z}_{s}-Z_{s}\right\| d s+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left\|\tilde{\sigma}\left(s, X_{s}, Y_{s}, \alpha_{s}\right)-\sigma\left(s, X_{s}, Y_{s}, \alpha_{s}\right)\right\|^{2} d s \\
& \left.\quad+\mathbb{E}\left(\int_{0}^{T} \mathbb{1}_{A}\left|\tilde{f}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)-f\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right| d s\right)^{2}\right]  \tag{2.1.8}\\
& \leqslant \gamma_{K}\left[\mathbb{E}\left(\mathbb{1}_{A}|\tilde{\xi}-\xi|^{2}\right)+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left(\left|\tilde{X}_{s}-X_{s}\right|^{2}+\left|\tilde{Y}_{s}-Y_{s}\right|^{2}+\left\|\tilde{Z}_{s}-Z_{s}\right\|^{2}\right) d s\right. \\
& \quad+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left\|\tilde{\sigma}\left(s, X_{s}, Y_{s}, \alpha_{s}\right)-\sigma\left(s, X_{s}, Y_{s}, \alpha_{s}\right)\right\|^{2} d s \\
& \left.\quad+\mathbb{E}\left(\int_{0}^{T} \mathbb{1}_{A}\left|\tilde{f}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)-f\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right| d s\right)^{2}\right]
\end{align*}
$$

Next, similar to (2.1.4), by Itô's formula for non-continuous semimartingales, for $0 \leqslant t \leqslant T$

$$
\begin{aligned}
& \left|Y_{t}-\tilde{Y}_{t}\right|^{2}+\int_{t}^{T}\left\|\tilde{Z}_{s}-Z_{s}\right\|^{2} d s+\int_{t}^{T}\left|\tilde{\Lambda}_{s}-\Lambda_{s}\right|^{2} \bullet d[M]_{s} \\
& =\left|\tilde{h}\left(\tilde{X}_{T}, \alpha_{T}\right)-h\left(X_{T}, \alpha_{T}\right)\right|^{2}+2 \int_{t}^{T}\left\langle\tilde{Y}_{s}-Y_{s}, \tilde{g}\left(s, \tilde{X}_{s}, \tilde{Y}_{s}, \tilde{Z}_{s}, \alpha_{s}\right)-g\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle d s \\
& \quad-2 \int_{t}^{T}\left\langle\tilde{Y}_{s}-Y_{s},\left(\tilde{Z}_{s}-Z_{s}\right) d W_{s}\right\rangle-2 \int_{t}^{T}\left\langle\tilde{Y}_{s}-Y_{s}, \tilde{\Lambda}_{s}-\Lambda_{s}\right\rangle \bullet d M_{s}
\end{aligned}
$$

Hence, for any $A \in \mathcal{F}_{0}$ and $0 \leqslant t \leqslant T$,

$$
\begin{aligned}
& \mathbb{E}\left(\mathbb{1}_{A}\left|Y_{t}-\tilde{Y}_{t}\right|^{2}\right)+\mathbb{E} \int_{t}^{T} \mathbb{1}_{A}\left\|\tilde{Z}_{s}-Z_{s}\right\|^{2} d s+\mathbb{E} \int_{t}^{T} \mathbb{1}_{A}\left|\tilde{\Lambda}_{s}-\Lambda_{s}\right|^{2} \bullet d[M]_{s} \\
& =\mathbb{E}\left(\mathbb{1}_{A}\left|\tilde{h}\left(\tilde{X}_{T}, \alpha_{T}\right)-h\left(X_{T}, \alpha_{T}\right)\right|^{2}\right) \\
& \quad+2 \mathbb{E} \int_{t}^{T} \mathbb{1}_{A}\left\langle\tilde{Y}_{s}-Y_{s}, \tilde{g}\left(s, \tilde{X}_{s}, \tilde{Y}_{s}, \tilde{Z}_{s}, \alpha_{s}\right)-g\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle d s .
\end{aligned}
$$

In addition, by using Burkholder-Davis-Gundy inequality we get

$$
\begin{aligned}
& \mathbb{E}\left(\mathbb{1}_{A} \sup _{0 \leqslant t \leqslant T}\left|Y_{t}-\tilde{Y}_{t}\right|^{2}\right) \leqslant \mathbb{E}\left(\mathbb{1}_{A}\left|\tilde{h}\left(\tilde{X}_{T}, \alpha_{T}\right)-h\left(X_{T}, \alpha_{T}\right)\right|^{2}\right) \\
& \quad+2 \mathbb{E} \sup _{0 \leqslant t \leqslant T} \int_{t}^{T} \mathbb{1}_{A}\left\langle\tilde{Y}_{s}-Y_{s}, \tilde{g}\left(s, \tilde{X}_{s}, \tilde{Y}_{s}, \tilde{Z}_{s}, \alpha_{s}\right)-g\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle d s \\
& \quad+\gamma \mathbb{E}\left(\int_{0}^{T} \mathbb{1}_{A}\left|\tilde{Y}_{s}-Y_{s}\right|^{2}\left\|\tilde{Z}_{s}-Z_{s}\right\|^{2} d s\right)^{1 / 2}+\gamma \mathbb{E}\left(\int_{0}^{T} \mathbb{1}_{A}\left|\tilde{Y}_{s}-Y_{s}\right|^{2}\left|\tilde{\Lambda}_{s}-\Lambda_{s}\right|^{2} \bullet d[M]_{s}\right)^{1 / 2}
\end{aligned}
$$

which, together with the above equation, yields

$$
\begin{align*}
& \mathbb{E}\left(\mathbb{1}_{A} \sup _{0 \leqslant t \leqslant T}\left|Y_{t}-\tilde{Y}_{t}\right|^{2}\right)+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left\|\tilde{Z}_{s}-Z_{s}\right\|^{2} d s+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left|\tilde{\Lambda}_{s}-\Lambda_{s}\right|^{2} \bullet d[M]_{s} \\
& \leqslant \gamma\left[\mathbb{E}\left(\mathbb{1}_{A}\left|\tilde{h}\left(\tilde{X}_{T}, \alpha_{T}\right)-h\left(X_{T}, \alpha_{T}\right)\right|^{2}\right)\right. \\
& \quad+\mathbb{E} \sup _{0 \leqslant t \leqslant T} \int_{t}^{T} \mathbb{1}_{A}\left\langle\tilde{Y}_{s}-Y_{s}, \tilde{g}\left(s, \tilde{X}_{s}, \tilde{Y}_{s}, \tilde{Z}_{s}, \alpha_{s}\right)-\tilde{g}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle d s \\
& \left.\quad+\mathbb{E}\left(\int_{0}^{T} \mathbb{1}_{A}\left|\tilde{g}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)-g\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right| d s\right)^{2}\right] . \tag{2.1.9}
\end{align*}
$$

Combining (2.1.8) and 2.1.9) and using Assumption (A) lead to

$$
\begin{align*}
& \mathbb{E}\left(\mathbb{1}_{A} \sup _{0 \leqslant t \leqslant T}\left|X_{t}-\tilde{X}_{t}\right|^{2}\right)+\mathbb{E}\left(\mathbb{1}_{A} \sup _{0 \leqslant t \leqslant T}\left|Y_{t}-\tilde{Y}_{t}\right|^{2}\right)+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left\|\tilde{Z}_{s}-Z_{s}\right\|^{2} d s \\
& \quad+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left|\tilde{\Lambda}_{s}-\Lambda_{s}\right|^{2} \bullet d[M]_{s} \\
& \leqslant \gamma_{K}\left[\mathbb{E}\left(\mathbb{1}_{A}|\tilde{\xi}-\xi|^{2}\right)+\mathbb{E}\left(\mathbb{1}_{A}\left|\tilde{h}\left(\tilde{X}_{T}, \alpha_{T}\right)-h\left(X_{T}, \alpha_{T}\right)\right|^{2}\right)\right.  \tag{2.1.10}\\
& \quad+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left\|\tilde{\sigma}\left(s, X_{s}, Y_{s}, \alpha_{s}\right)-\sigma\left(s, X_{s}, Y_{s}, \alpha_{s}\right)\right\|^{2} d s \\
& \quad+\mathbb{E}\left(\int_{0}^{T} \mathbb{1}_{A}\left|\tilde{f}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)-f\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right| d s\right)^{2} \\
& \quad+\mathbb{E}\left(\int_{0}^{T} \mathbb{1}_{A}\left|\tilde{g}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)-g\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right| d s\right)^{2} \\
& \left.\quad+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left|\tilde{X}_{s}-X_{s}\right|^{2} d s+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left|\tilde{Y}_{s}-Y_{s}\right|^{2} d s+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left\|\tilde{Z}_{s}-Z_{s}\right\|^{2} d s\right]
\end{align*}
$$

for some constant $\gamma_{K}$ only depending on $K$. This implies that there exists a constant $C_{2}=C_{2}(K)$ only depending on $K$ such that for any $T \leqslant C_{2}$,

$$
\begin{align*}
& \mathbb{E}\left(\mathbb{1}_{A} \sup _{0 \leqslant t \leqslant T}\left|X_{t}-\tilde{X}_{t}\right|^{2}\right)+\mathbb{E}\left(\mathbb{1}_{A} \sup _{0 \leqslant t \leqslant T}\left|Y_{t}-\tilde{Y}_{t}\right|^{2}\right)+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left\|\tilde{Z}_{s}-Z_{s}\right\|^{2} d s \\
& \quad+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left|\tilde{\Lambda}_{s}-\Lambda_{s}\right|^{2} \bullet d[M]_{s} \\
& \leqslant \gamma_{K}\left[\mathbb{E}\left(\mathbb{1}_{A}|\tilde{\xi}-\xi|^{2}\right)+\mathbb{E}\left(\mathbb{1}_{A}\left|\tilde{h}\left(\tilde{X}_{T}, \alpha_{T}\right)-h\left(X_{T}, \alpha_{T}\right)\right|^{2}\right)\right.  \tag{2.1.11}\\
& \quad+\mathbb{E} \int_{0}^{T} \mathbb{1}_{A}\left\|\tilde{\sigma}\left(s, X_{s}, Y_{s}, \alpha_{s}\right)-\sigma\left(s, X_{s}, Y_{s}, \alpha_{s}\right)\right\|^{2} d s \\
& \quad+\mathbb{E}\left(\int_{0}^{T} \mathbb{1}_{A}\left|\tilde{f}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)-f\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right| d s\right)^{2} \\
& \quad+\mathbb{E}\left(\int_{0}^{T} \mathbb{1}_{A}\left|\tilde{g}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)-g\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right| d s\right)^{2} \tag{2.1.12}
\end{align*}
$$

This completes the proof.
Corollary 2.3. Assume that Assumption (A) holds then for any $T \leqslant C_{2}$ and $t \in[0, T]$ and for any $\mathcal{F}_{t}$-measurable random vector $\xi$ with finite second moment, we define the process $\left(X_{s}^{t, \xi, \alpha_{t}}, Y_{s}^{t, \xi, \alpha_{t}}, Z_{s}^{t, \xi, \alpha_{t}}, \Lambda_{s}^{t, \xi, \alpha_{t}}\right), t \leqslant s \leqslant T$ as the unique solution of the problem

$$
\left\{\begin{align*}
X_{s} & =\xi+\int_{t}^{s} f\left(r, X_{r}, Y_{r}, Z_{r}, \alpha_{r}\right) d r+\int_{t}^{s} \sigma\left(r, X_{r}, Y_{r}, \alpha_{r}\right) d W_{r},  \tag{2.1.13}\\
Y_{s} & =h\left(X_{T}, \alpha_{T}\right)+\int_{s}^{T} g\left(r, X_{r}, Y_{r}, Z_{r}, \alpha_{r}\right) d r-\int_{s}^{T} Z_{r} d W_{r}-\int_{s}^{T} \Lambda_{r} \bullet d M_{r}, \quad s \in[t, T]
\end{align*}\right.
$$

extended to the whole interval $[0, T]$ if $\xi=x$ a.s. $x \in \mathbb{R}^{p}$ by putting

$$
X_{s}^{t, x, \alpha_{t}}=x, \quad Y_{s}^{t, x, \alpha_{t}}=Y_{t}^{t, x, \alpha_{t}}, \quad Z_{s}^{t, x, \alpha_{t}}=0, \quad \Lambda_{s}^{i_{0}, j_{0}, t, x, \alpha_{t}}=0, \quad \text { for } 0 \leqslant s \leqslant t, i_{0}, j_{0} \in \mathcal{M}
$$

Then the following assertions hold.
(i) There exists a constant $\gamma_{K, L}$ only depending on $K$ and $L$ such that for all $(t, x) \in$ $[0, T] \times \mathbb{R}^{p}$,

$$
\begin{align*}
& \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|X_{s}^{t, x, \alpha_{t}}\right|^{2}+\mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|Y_{s}^{t, x, \alpha_{t}}\right|^{2}+\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{t, x, \alpha_{t}}\right\|^{2} d s+\mathbb{E} \int_{0}^{T}\left|\Lambda_{s}^{t, x, \alpha_{t}}\right|^{2} \bullet d[M]_{s} \\
& \leqslant \gamma_{K, L}\left(1+|x|^{2}\right) . \tag{2.1.14}
\end{align*}
$$

(ii) There exist a constant $\gamma_{K}$ only depending on $K$ and a constant $\gamma_{K, L}$ only depending on $K, L$ such that for all $t, t^{\prime} \in[0, T]$ and $x, x^{\prime} \in \mathbb{R}^{p}$,

$$
\begin{align*}
& \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|X_{s}^{t^{\prime}, x^{\prime}, \alpha_{t}}-X_{s}^{t, x, \alpha_{t}}\right|^{2}+\mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|Y_{s}^{t^{\prime}, x^{\prime}, \alpha_{t}}-Y_{s}^{t, x, \alpha_{t}}\right|^{2}+\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{t^{\prime}, x^{\prime}, \alpha_{t}}-Z_{s}^{t, x, \alpha_{t}}\right\|^{2} d s \\
& \quad+\mathbb{E} \int_{0}^{T}\left|\Lambda_{s}^{t^{\prime}, x^{\prime}, \alpha_{t}}-\Lambda_{s}^{t, x, \alpha_{t}}\right|^{2} \bullet d[M]_{s} \\
& \leqslant \gamma_{K}\left|x-x^{\prime}\right|^{2}+\gamma_{K, L}\left(1+|x|^{2}\right)\left|t-t^{\prime}\right| \tag{2.1.15}
\end{align*}
$$

Proof. Let $0 \leqslant t \leqslant T \leqslant C_{2}$. We observe that the quadruplets of functions
$\left(\mathbb{1}_{[t, T]} f, \mathbb{1}_{[t, T]} g, \mathbb{1}_{[t, T]} \sigma, h\right)$ and ( $0,0,0,0$ ) satisfy Assumption (A). Moreover,
$\left(X_{s}^{t, x, \alpha_{t}}, Y_{s}^{t, x, \alpha_{t}}, Z_{s}^{t, x, \alpha_{t}}, \Lambda_{s}^{t, x, \alpha_{t}}\right), 0 \leqslant s \leqslant T$ is the unique solution of the FBSDE

$$
\begin{cases}X_{s} & =x+\int_{t}^{s} \mathbb{1}_{[t, T]}(r) f\left(r, X_{r}, Y_{r}, Z_{r}, \alpha_{r}\right) d r+\int_{t}^{s} \mathbb{1}_{[t, T]}(r) \sigma\left(r, X_{r}, Y_{r}, \alpha_{r}\right) d W_{r}, \\ Y_{s} & =h\left(X_{T}, \alpha_{T}\right)+\int_{s}^{T} \mathbb{1}_{[t, T]}(r) g\left(r, X_{r}, Y_{r}, Z_{r}, \alpha_{r}\right) d r-\int_{s}^{T} Z_{r} d W_{r}-\int_{s}^{T} \Lambda_{r} \bullet d M_{r}, \\ s & \in[0, T] .\end{cases}
$$

Therefore, as a direct consequence of Proposition 2.2 we obtain

$$
\begin{aligned}
& \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|X_{s}^{t, x, \alpha_{t}}\right|^{2}+\mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|Y_{s}^{t, x, \alpha_{t}}\right|^{2}+\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{t, x, \alpha_{t}}\right\|^{2} d s+\mathbb{E} \int_{0}^{T}\left|\Lambda_{s}^{t, x, \alpha_{t}}\right|^{2} \bullet d[M]_{s} \\
& \leqslant \gamma_{K}\left[|x|^{2}+|h(0)|^{2}+\mathbb{E}\left(\int_{0}^{T}\left|f\left(s, 0,0,0, \alpha_{s}\right)\right| d s\right)^{2}+\mathbb{E}\left(\int_{0}^{T}\left|g\left(s, 0,0,0, \alpha_{s}\right)\right| d s\right)^{2}\right. \\
& \left.\quad+\mathbb{E} \int_{0}^{T}\left\|\sigma\left(s, 0,0, \alpha_{s}\right)\right\|^{2} d s\right] \\
& \leqslant \gamma_{K, L}\left(1+|x|^{2}\right) .
\end{aligned}
$$

Note that we have used Assumption (A) in the last inequality.
Next, let $t, t^{\prime} \in[0, T]$ and $x, x^{\prime} \in \mathbb{R}^{p}$. Again, as $\left(\mathbb{1}_{[t, T]} f, \mathbb{1}_{[t, T]} g, \mathbb{1}_{[t, T]} \sigma, h\right)$ and $\left(\mathbb{1}_{\left[t^{\prime}, T\right]} f, \mathbb{1}_{\left[t^{\prime}, T\right]} g, \mathbb{1}_{\left[t^{\prime}, T\right]} \sigma, h\right)$ both satisfy Assumption (A), a similar argument to that in the above proves that

$$
\begin{aligned}
& \mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|X_{s}^{t^{\prime}, x^{\prime}, \alpha_{t}}-X_{s}^{t, x, \alpha_{t}}\right|^{2}+\mathbb{E} \sup _{0 \leqslant t \leqslant T}\left|Y_{s}^{t^{\prime}, x^{\prime}, \alpha_{t}}-Y_{s}^{t, x, \alpha_{t}}\right|^{2}+\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{t^{\prime}, x^{\prime}, \alpha_{t}}-Z_{s}^{t, x, \alpha_{t}}\right\|^{2} d s \\
& \quad+\mathbb{E} \int_{0}^{T}\left|\Lambda_{s}^{t^{\prime}, x^{\prime}, \alpha_{t}}-\Lambda_{s}^{t, x, \alpha_{t}}\right|^{2} \bullet d[M]_{s} \\
& \leqslant \gamma_{K}\left[\left|x^{\prime}-x\right|^{2}+\mathbb{E} \int_{t^{\prime} \wedge t}^{t^{\prime} \vee t}\left\|\sigma\left(s, X_{s}^{t, x, \alpha_{t}}, Y_{s}^{t, x, \alpha_{t}}, \alpha_{s}\right)\right\|^{2} d s\right. \\
& \quad+\mathbb{E}\left(\int_{t^{\prime} \wedge t}^{t^{\prime} \vee t}\left|f\left(s, X_{s}^{t, x, \alpha_{t}}, Y_{s}^{t, x, \alpha_{t}}, Z_{s}^{t, x, \alpha_{t}}, \alpha_{s}\right)\right| d s\right)^{2} \\
& \quad+\mathbb{E}\left(\int_{t^{\prime} \wedge t}^{t^{\prime} \vee t}\left|g\left(s, X_{s}^{t, x, \alpha_{t}}, Y_{s}^{t, x, \alpha_{t}}, Z_{s}^{t, x, \alpha_{t}}, \alpha_{s}\right)\right| d s\right)^{2} \\
& \leqslant
\end{aligned}
$$

We have used Assumption (A) (with the note that $Z_{s}^{t, x, \alpha_{t}}=0$ if $s \leqslant t$ and that we can assume $t \leqslant t^{\prime}$ as $t$ and $t^{\prime}$ play an equal role) and the estimates in part (i) in the last inequality. This completes the proof.

Proposition 2.4. Suppose that Assumption (A) is in force, then for any $T \leqslant C_{2}$, the mapping

$$
\theta:[0, T] \times \mathbb{R}^{p} \times \mathcal{M} \rightarrow \mathbb{R}^{q}, \quad(t, x, \iota) \mapsto Y_{t}^{t, x, \iota}
$$

satisfies for any $t, t^{\prime} \in[0, T], x, x^{\prime} \in \mathbb{R}^{p}$, and $\iota \in \mathcal{M}$,

$$
\begin{gather*}
|\theta(t, x, \iota)|^{2} \leqslant \gamma_{K, L}\left(1+|x|^{2}\right)  \tag{2.1.16}\\
\left|\theta\left(t^{\prime}, x^{\prime}, \iota\right)-\theta(t, x, \iota)\right|^{2} \leqslant \gamma_{K}\left|x^{\prime}-x\right|^{2}+\gamma_{K, L}\left(1+|x|^{2}\right)\left|t^{\prime}-t\right|, \tag{2.1.17}
\end{gather*}
$$

and for every $0 \leqslant t \leqslant T$, for every $\mathcal{F}_{t}$-measurable random vector $\xi$ with finite second moment, there exists a $\mathbb{P}$-null set $N_{t}^{t, \xi, \alpha_{t}} \in \mathcal{F}_{0}$ such that

$$
\begin{equation*}
Y_{s}^{t, \xi, \alpha_{t}}(\omega)=\theta\left(s, X_{s}^{t, \xi, \alpha_{t}}(\omega), \alpha_{s}(\omega)\right), \quad \forall s \in[t, T], \omega \notin N_{t}^{t, \xi, \alpha_{t}} . \tag{2.1.18}
\end{equation*}
$$

Proof. Note that for any $0 \leqslant t \leqslant T$ and $x \in \mathbb{R}^{p}, Y_{t}^{t, x, \alpha_{t}}$ is $\sigma\left\{\alpha_{t}\right\}$-measurable, so it is a function of $\alpha_{t}$. That is, $Y_{t}^{t, x, \alpha_{t}}=\eta^{t, x}\left(\alpha_{t}\right)$ for some function $\eta^{t, x}: \mathcal{M} \rightarrow \mathbb{R}^{q}$. This implies that $\theta(t, x, \iota)=\eta^{t, x}(\iota)$ is well-defined and that $\theta\left(t, x, \alpha_{t}\right)=Y_{t}^{t, x, \alpha_{t}}$. It is easily seen that 2.1.16 and 2.1.17 respectively follows from (2.1.14 and 2.1.15). It remains to prove 2.1.18). To this end, let $\xi$ be a $\mathcal{F}_{t}$-measurable random vector such that $\mathbb{E}|\xi|^{2}<\infty$. In view of Proposition 2.2, for any $\epsilon>0$ we have

$$
\mathbb{E}\left(\mathbb{1}_{\{|\xi-x|<\epsilon\}}\left|Y_{s}^{t, \xi, \alpha_{t}}-Y_{s}^{t, x, \alpha_{t}}\right|^{2}\right) \leqslant \gamma_{K} \mathbb{E}\left(\mathbb{1}_{\{|\xi-x|<\epsilon\}}|\xi-x|^{2}\right) .
$$

Thus, the Lipschitz property (2.1.17) implies

$$
\begin{aligned}
& \mathbb{E}\left(\mathbb{1}_{\{|\xi-x|<\epsilon\}}\left|\theta\left(t, \xi, \alpha_{t}\right)-Y_{t}^{t, \xi, \alpha_{t}}\right|^{2}\right) \\
& \leqslant 2\left[\gamma_{K} \mathbb{E}\left(\mathbb{1}_{\{|\xi-x|<\epsilon\}}|\xi-x|^{2}\right)+\mathbb{E}\left(\mathbb{1}_{\{|\xi-x|<\epsilon\}}\left|\theta\left(t, \xi, \alpha_{t}\right)-\theta\left(t, x, \alpha_{t}\right)\right|^{2}\right)\right] \\
& \leqslant 4 \gamma_{K} \mathbb{E}\left(\mathbb{1}_{\{|\xi-x|<\epsilon\}}|\xi-x|^{2}\right) .
\end{aligned}
$$

As a consequence, for any positive integer $N$,

$$
\sum_{k \in \mathbb{Z}^{p}} \mathbb{E}\left(\mathbb{1}_{\left\{|\xi-k / N|_{\infty}<1 / N\right\}}\left|\theta\left(t, \xi, \alpha_{t}\right)-Y_{t}^{t, \xi, \alpha_{t}}\right|^{2}\right) \leqslant \frac{4 \gamma_{K}}{N^{2}} \sum_{k \in \mathbb{Z}^{p}} \mathbb{E} \mathbb{1}_{\left\{|\xi-k / N|_{\infty}<1 / N\right\}},
$$

where $|\cdot|_{\infty}$ denotes the sup norm on $\mathbb{R}^{p}$. This gives

$$
\mathbb{E}\left|\theta\left(t, \xi, \alpha_{t}\right)-Y_{t}^{t, \xi, \alpha_{t}}\right|^{2} \leqslant \frac{2^{p+2} \gamma_{K}}{N^{2}} \quad \text { for all positive integer } N
$$

which means

$$
\begin{equation*}
\theta\left(t, \xi, \alpha_{t}\right)=Y_{t}^{t, \xi, \alpha_{t}} \quad \text { a.s. } \tag{2.1.19}
\end{equation*}
$$

Moreover, for $t \leqslant s \leqslant T,\left(X_{u}^{t, \xi, \alpha_{t}}, Y_{u}^{t, \xi, \alpha_{t}}, Z_{u}^{t, \xi, \alpha_{t}}, \Lambda_{u}^{t, \xi, \alpha_{t}}\right)_{s \leqslant u \leqslant T}$ is the solution to the FBSDE

$$
\begin{cases}X_{u} & =X_{s}^{t, \xi, \alpha_{t}}+\int_{s}^{u} f\left(r, X_{r}, Y_{r}, Z_{r}, \alpha_{r}\right) d r+\int_{s}^{u} \sigma\left(r, X_{r}, Y_{r}, \alpha_{r}\right) d W_{r} \\ Y_{u} & =h\left(X_{T}, \alpha_{T}\right)+\int_{u}^{T} g\left(r, X_{r}, Y_{r}, Z_{r}, \alpha_{r}\right) d r-\int_{u}^{T} Z_{r} d W_{r}-\int_{u}^{T} \Lambda_{r} \bullet d M_{r}\end{cases}
$$

Hence, (2.1.19) shows that

$$
Y_{u}^{t, \xi, \alpha_{t}}=\theta\left(u, X_{u}^{t, \xi, \alpha_{t}}, \alpha_{u}\right) \quad \text { a.s. }
$$

Since $\theta$ and the trajectories of $X_{s}^{t, \xi, \alpha_{t}}$ and $X_{s}^{t, \xi, \alpha_{t}}$ are all continuous, we have almost surely for all $u \in[t, T]$,

$$
Y_{u}^{t, \xi, \alpha_{t}}=\theta\left(u, X_{u}^{t, \xi, \alpha_{t}}, \alpha_{u}\right)
$$

Keep using the notations of Corollary 2.3, we have the following consequence on the dependence of the solutions of the FBSDE on the coefficients.

Corollary 2.5. Assume that the Assumption (A) hold and $T \leqslant C_{2}$. Let $\left(f_{n}, g_{n}, h_{n}, \sigma_{n}\right)_{n \geqslant 1}$ be a sequence of functions satisfying Assumption (A) with the same constants $K, L$ as $(f, g, h, \sigma)$ such that for almost all $t \in[0, T]$ and all $\left(x, y, z, i_{0}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \times \mathcal{M}$,

$$
\left(f_{n}, g_{n}, h_{n}, \sigma_{n}\right)\left(x, y, z, i_{0}\right) \rightarrow(f, g, h, \sigma)\left(x, y, z, i_{0}\right) \quad \text { as } n \rightarrow \infty .
$$

Let $\left(X_{t}^{n, 0, \xi, \alpha_{0}}, Y_{t}^{n, 0, \xi, \alpha_{0}}, Z_{t}^{n, 0, \xi, \alpha_{0}}, \Lambda_{t}^{n, 0, \xi, \alpha_{0}}\right), 0 \leqslant t \leqslant T$, be the solution of the problem

$$
\left\{\begin{aligned}
X_{t} & =\xi+\int_{0}^{t} f_{n}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d s+\int_{0}^{t} \sigma_{n}\left(s, X_{s}, Y_{s}, \alpha_{s}\right) d W_{s} \\
Y_{t} & =h_{n}\left(X_{T}, \alpha_{T}\right)+\int_{t}^{T} g_{n}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d s-\int_{t}^{T} Z_{s} d W_{s}-\int_{t}^{T} \Lambda_{s} \bullet d M_{s} \\
t & \in[0, T]
\end{aligned}\right.
$$

Then, as $n \rightarrow \infty$,

$$
\begin{align*}
& \mathbb{E} \sup _{0 \leqslant s \leqslant T}\left|X_{s}^{n, 0, \xi, \alpha_{0}}-X_{s}^{0, \xi, \alpha_{0}}\right|^{2}+\mathbb{E} \sup _{0 \leqslant s \leqslant T}\left|Y_{s}^{n, 0, \xi, \alpha_{0}}-Y_{s}^{0, \xi, \alpha_{0}}\right|^{2} \\
& \quad+\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{n, 0, \xi, \alpha_{0}}-Z_{s}^{0, \xi, \alpha_{0}}\right\|^{2} d s+\mathbb{E} \int_{0}^{T}\left|\Lambda_{s}^{n, 0, \xi, \alpha_{0}}-\Lambda_{s}^{0, \xi, \alpha_{0}}\right|^{2} \bullet d[M]_{s} \rightarrow 0 . \tag{2.1.20}
\end{align*}
$$

As a consequence, as $n \rightarrow \infty, \theta_{n} \rightarrow \theta$ uniformly on every compact set of $[0, T] \times \mathbb{R}^{p} \times \mathcal{M}$.

## 2 Existence and Uniqueness of Global Solution in Non-Degenerate Diffusion Coefficient Case

Assumption (B) We say that the functions $f, g, h$, and $\sigma$ satisfy Assumption (B) if for some constants $K$ and $L$ and there exist constants $k, \lambda$ such that
(B1) For all $t \in[0, T], i_{0} \in \mathcal{M}$, and $(x, y),\left(x^{\prime}, y^{\prime}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{q}$,

$$
\begin{aligned}
& \left|h\left(x, i_{0}\right)-h\left(x^{\prime}, i_{0}\right)\right| \leqslant k\left|x-x^{\prime}\right| \\
& \left\|\sigma\left(t, x, y, i_{0}\right)-\sigma\left(t, x^{\prime}, y^{\prime}, i_{0}\right)\right\|^{2} \leqslant k^{2}\left(\left|x-x^{\prime}\right|^{2}+\left|y-y^{\prime}\right|^{2}\right)
\end{aligned}
$$

(B2) For all $t \in[0, T],\left(x, y, z, i_{0}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \times \mathcal{M}$, and $\left(x^{\prime}, y^{\prime}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{q}$,

$$
\begin{aligned}
& \left|f\left(t, x, y, z, i_{0}\right)\right| \leqslant L(1+|y|+\|z\|), \\
& \left|g\left(t, x, y, z, i_{0}\right)\right| \leqslant L(1+|y|+\|z\|), \\
& \left|h\left(x, i_{0}\right)\right| \leqslant L \\
& \left\|\sigma\left(t, x, y, i_{0}\right)\right\| \leqslant L(1+|y|) .
\end{aligned}
$$

(B3) For all $\left(t, x, y, i_{0}\right) \in[0, T] \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathcal{M}$, and $\zeta \in \mathbb{R}^{p}$,

$$
\left\langle\zeta, a\left(t, x, y, i_{0}\right) \zeta\right\rangle \geqslant \lambda|\zeta|^{2},
$$

where the function $a$ is defined on $[0, T] \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathcal{M}$ as follows

$$
a\left(t, x, y, i_{0}\right)=\sigma\left(t, x, y, i_{0}\right) \sigma^{\top}\left(t, x, y, i_{0}\right) \quad \text { for all }\left(t, x, y, i_{0}\right) \in[0, T] \times \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathcal{M}
$$

(B4) For each $i_{0} \in \mathcal{M}$, the function $\sigma\left(\cdot, \cdot, \cdot, i_{0}\right)$ is continuous on $[0, T] \times \mathbb{R}^{p} \times \mathbb{R}^{q}$.

Lemma 2.6. Assume that for each $i_{0} \in \mathcal{M}$, the functions $\tilde{f}\left(\cdot, \cdot, \cdot, \cdot, i_{0}\right), \tilde{g}\left(\cdot, \cdot, \cdot, \cdot, i_{0}\right), \tilde{h}\left(\cdot, i_{0}\right)$, and $\tilde{\sigma}\left(\cdot, \cdot, \cdot, i_{0}\right)$ satisfy Assumption (B). In addition, assume that they are all bounded $C^{\infty}$ functions with bounded derivatives of all orders. Then the following system of PDE

$$
\left\{\begin{array}{l}
\frac{\partial \tilde{\theta}_{k}}{\partial t}\left(t, x, i_{0}\right)+\frac{1}{2} \sum_{i, j=1}^{p} \tilde{a}_{i j}\left(t, x, \tilde{\theta}\left(t, x, i_{0}\right), i_{0}\right) \frac{\partial^{2} \tilde{\theta}_{k}}{\partial x_{i} \partial x_{j}}\left(t, x, i_{0}\right)  \tag{2.2.1}\\
+\sum_{i=1}^{p} \tilde{f}_{i}\left(t, x, \tilde{\theta}\left(t, x, i_{0}\right), \nabla_{x} \tilde{\theta}\left(t, x, i_{0}\right) \tilde{\sigma}\left(t, x, \tilde{\theta}\left(t, x, i_{0}\right), i_{0}\right), i_{0}\right) \frac{\partial \tilde{\theta}_{k}}{\partial x_{i}}\left(t, x, i_{0}\right) \\
+\tilde{g}_{k}\left(t, x, \tilde{\theta}\left(t, x, i_{0}\right), \nabla_{x} \tilde{\theta}\left(t, x, i_{0}\right) \tilde{\sigma}\left(t, x, \tilde{\theta}\left(t, x, i_{0}\right), i_{0}\right), i_{0}\right)+\sum_{j_{0} \in \mathcal{M}} q_{i_{0} j_{0}} \tilde{\theta}_{k}\left(t, x, j_{0}\right)=0, \\
\tilde{\theta}\left(T, x, i_{0}\right)=\tilde{h}\left(x, i_{0}\right), \quad \forall t \in[0, T], x \in \mathbb{R}^{p}, k=1,2, \ldots, q
\end{array}\right.
$$

admits a unique bounded solution $\tilde{\theta}\left(\cdot, \cdot, i_{0}\right) \in C^{1,2}\left([0, T] \times \mathbb{R}^{p}, \mathbb{R}^{q}\right)$ satisfying

$$
\begin{equation*}
\frac{\partial \tilde{\theta}}{\partial t}, \frac{\partial \tilde{\theta}}{\partial x_{i}}, \frac{\partial^{2} \tilde{\theta}}{\partial x_{i} \partial x_{j}} \text { are bounded on } \mathbb{R}^{p} \text { for any } i, j=1,2, \ldots, p \tag{2.2.2}
\end{equation*}
$$

Furthermore, there exists a constant $\tilde{K}$ only depending on the constants $K, L, T, k, \lambda, p, q$ such that

$$
\begin{align*}
& \sup _{\left(t, x, i_{0}\right) \in[0, T] \times \mathbb{R}^{p} \times \mathcal{M}}\left|\tilde{\theta}\left(t, x, i_{0}\right)\right| \leqslant \tilde{K},  \tag{2.2.3}\\
& \sup _{\left(t, x, i_{0}\right) \in[0, T] \times \mathbb{R}^{p} \times \mathcal{M}}\left|\nabla_{x} \tilde{\theta}\left(t, x, i_{0}\right)\right| \leqslant \tilde{K},  \tag{2.2.4}\\
& \mathbb{E}\left|\tilde{\theta}\left(t, x, \alpha_{t}\right)-\tilde{\theta}\left(t^{\prime}, x, \alpha_{t^{\prime}}\right)\right| \leqslant \tilde{K}\left|t^{\prime}-t\right|^{1 / 2}, \quad \forall t, t^{\prime} \in[0, T], x \in \mathbb{R}^{p} . \tag{2.2.5}
\end{align*}
$$

In addition, for every $t \in[0, T]$ and $\mathcal{F}_{t}$-measurable random vector $\xi$ with finite second moment, the SDE

$$
\begin{align*}
\tilde{X}_{s}=\xi & +\int_{t}^{s} \tilde{f}\left(r, \tilde{X}_{r}, \tilde{\theta}\left(r, \tilde{X}_{r}, \alpha_{r}\right), \nabla_{x} \tilde{\theta}\left(r, \tilde{X}_{r}, \alpha_{r}\right) \tilde{\sigma}\left(r, \tilde{X}_{r}, \tilde{\theta}\left(r, \tilde{X}_{r}, \alpha_{r}\right), \alpha_{r}\right), \alpha_{r}\right) d r \\
& +\int_{t}^{s} \tilde{\sigma}\left(r, \tilde{X}_{r}, \tilde{\theta}\left(r, \tilde{X}_{r}, \alpha_{r}\right), \alpha_{r}\right) d W_{r}, \quad s \in[t, T] \tag{2.2.6}
\end{align*}
$$

admits a unique solution, denoted by $\tilde{X}_{s}^{t, \xi, \alpha_{t}}, s \in[t, T]$, and the process $\left(\tilde{X}_{s}^{t, \xi, \alpha_{t}}, \tilde{Y}_{s}^{t, \xi, \alpha_{t}}, \tilde{Z}_{s}^{t, \xi, \alpha_{t}}, \tilde{\Lambda}_{s}^{i_{0}, j_{0}, t, \xi, \alpha_{t}}\right)$ given by

$$
\begin{equation*}
\tilde{Y}_{s}^{t, \xi, \alpha_{t}}=\tilde{\theta}\left(s, \tilde{X}_{s}^{t, \xi, \alpha_{t}}, \alpha_{s}\right), \quad \tilde{Z}_{s}^{t, \xi, \alpha_{t}}=\nabla_{x} \tilde{\theta}\left(s, \tilde{X}_{s}^{t, \xi, \alpha_{t}}, \alpha_{s}\right) \tilde{\sigma}\left(s, \tilde{X}_{s}^{t, \xi, \alpha_{t}}, \tilde{Y}_{s}^{t, \xi, \alpha_{t}}, \alpha_{s}\right), \tag{2.2.7}
\end{equation*}
$$

and

$$
\tilde{\Lambda}_{s}^{i_{s}, j_{0}, t, \xi, \alpha_{t}}=\tilde{\theta}\left(s, \tilde{X}_{s}^{t, \xi, \alpha_{t}}, j_{0}\right)-\tilde{\theta}\left(s, \tilde{X}_{s}^{t, \xi, \alpha_{t}}, i_{0}\right), \quad i_{0}, j_{0} \in \mathcal{M}, s \in[t, T]
$$

satisfies the $F B S D E$ associate to $(\tilde{f}, \tilde{g}, \tilde{\sigma}, \tilde{h})$ and to the initial condition $(t, \xi)$.
Proof. For each $i_{0} \in \mathcal{M}$ and for any matrix $\boldsymbol{\vartheta}$ that contains $q m_{0}$ rows, we denote by $\boldsymbol{\vartheta}_{i_{0}}$ the submatrix of $\boldsymbol{\vartheta}$ that contains rows $\left(i_{0}-1\right) q+1, \ldots,\left(i_{0}-1\right) q+q$; that is,

$$
\boldsymbol{\vartheta}=\left(\boldsymbol{\vartheta}_{1}^{\top}, \boldsymbol{\vartheta}_{2}^{\top}, \ldots, \boldsymbol{\vartheta}_{m_{0}}^{\top}\right)^{\top}
$$

Let $I_{q}$ be the identity matrix of size $q$ and $\otimes$ be the tensor product. For any $\boldsymbol{\theta} \in \mathbb{R}^{q m_{0} \times 1}$ and $\boldsymbol{\vartheta} \in \mathbb{R}^{q m_{0} \times p}$, put $\tilde{\boldsymbol{\theta}}=\left(\boldsymbol{\theta}_{1}, \ldots, \boldsymbol{\theta}_{m_{0}}\right) \in \mathbb{R}^{q \times m_{0}}$ and

$$
\begin{aligned}
\mathbf{h}(x) & =\operatorname{vec}\left(h(x, 1), \ldots, h\left(x, m_{0}\right)\right), \\
\mathbf{a}_{i j}(t, x, \boldsymbol{\theta}) & =\operatorname{diag}\left(a_{i j}\left(t, x, \boldsymbol{\theta}_{1}, 1\right), \ldots, a_{i j}\left(t, x, \boldsymbol{\theta}_{m_{0}}, m_{0}\right)\right) \otimes I_{q}, \\
\mathbf{f}_{i}(t, x, \boldsymbol{\theta}, \boldsymbol{\vartheta}) & =\operatorname{diag}\left(f_{i}\left(t, x, \boldsymbol{\theta}_{1}, \boldsymbol{\vartheta}_{1} \sigma\left(t, x, \boldsymbol{\theta}_{1}, 1\right), 1\right), \ldots, f_{i}\left(t, x, \boldsymbol{\theta}_{m_{0}}, \boldsymbol{\vartheta}_{m_{0}} \sigma\left(t, x, \boldsymbol{\theta}_{m_{0}}, m_{0}\right), m_{0}\right)\right) \otimes I_{q}, \\
\overline{\mathbf{g}}(t, x, \boldsymbol{\theta}, \boldsymbol{\vartheta}) & =\left(\begin{array}{ccc}
g_{1}\left(t, x, \boldsymbol{\theta}_{1}, \boldsymbol{\vartheta}_{1} \sigma\left(t, x, \boldsymbol{\theta}_{1}, 1\right), 1\right) & \ldots & g_{1}\left(t, x, \boldsymbol{\theta}_{m_{0}}, \boldsymbol{\vartheta}_{m_{0}} \sigma\left(t, x, \boldsymbol{\theta}_{m_{0}}, m_{0}\right), m_{0}\right) \\
\vdots & \ddots & \vdots \\
g_{q}\left(t, x, \boldsymbol{\theta}_{1}, \boldsymbol{\vartheta}_{1} \sigma\left(t, x, \boldsymbol{\theta}_{1}, 1\right), 1\right) & \ldots & g_{q}\left(t, x, \boldsymbol{\theta}_{m_{0}}, \boldsymbol{\vartheta}_{m_{0}} \sigma\left(t, x, \boldsymbol{\theta}_{m_{0}}, m_{0}\right), m_{0}\right)
\end{array}\right)+\tilde{\boldsymbol{\theta}} Q^{\top}, \\
\mathbf{g}(t, x, \boldsymbol{\theta}, \boldsymbol{\vartheta}) & =\operatorname{vec}(\overline{\mathbf{g}}(t, x, \boldsymbol{\theta}, \boldsymbol{\vartheta})) .
\end{aligned}
$$

Moreover, we denote $\boldsymbol{\theta}(t, x)=\operatorname{vec}(\tilde{\boldsymbol{\theta}}(t, x))$, where

$$
\tilde{\boldsymbol{\theta}}(t, x)=\left(\begin{array}{ccc}
\tilde{\theta}_{1}(t, x, 1) & \cdots & \tilde{\theta}_{1}\left(t, x, m_{0}\right) \\
\vdots & \ddots & \vdots \\
\tilde{\theta}_{q}(t, x, 1) & \cdots & \tilde{\theta}_{q}\left(t, x, m_{0}\right)
\end{array}\right)
$$

Then 2.2.1 becomes

$$
\left\{\begin{array}{l}
\frac{\partial \boldsymbol{\theta}}{\partial t}(t, x)+\frac{1}{2} \sum_{i, j=1}^{p} \mathbf{a}_{i j}(t, x, \boldsymbol{\theta}) \frac{\partial^{2} \boldsymbol{\theta}}{\partial x_{i} \partial x_{j}}(t, x)+\sum_{i=1}^{p} \mathbf{f}_{i}\left(t, x, \boldsymbol{\theta}, \nabla_{x} \boldsymbol{\theta}\right) \frac{\partial \boldsymbol{\theta}}{\partial x_{i}}(t, x)+\mathbf{g}\left(t, x, \boldsymbol{\theta}, \nabla_{x} \boldsymbol{\theta}\right)=0  \tag{2.2.8}\\
\boldsymbol{\theta}(T, x)=\mathbf{h}(x)
\end{array}\right.
$$

In view of [34, Proposition 3.3] and [31, Theorem VII.7.1], under Assumption (B) the system (2.2.8) admits a unique bounded classical solution $\boldsymbol{\theta} \in C^{1,2}\left([0, T] \times \mathbb{R}^{p}, \mathbb{R}^{q m_{0}}\right)$. Moreover, the solution $\boldsymbol{\theta}$ has bounded partial derivatives $\frac{\partial \boldsymbol{\theta}}{\partial t}(t, x), \frac{\partial \boldsymbol{\theta}}{\partial x_{i}}(t, x)$, and $\frac{\partial^{2} \boldsymbol{\theta}}{\partial x_{i} \partial x_{j}}(t, x), 1 \leqslant i, j \leqslant p$, on $[0, T] \times \mathbb{R}^{p}$. This implies (2.2.2).

Next, to prove the remaining part we first define for each $\left(t, x, i_{0}\right) \in[0, T] \times \mathbb{R}^{p} \times \mathcal{M}$

$$
\begin{gathered}
\tilde{F}\left(t, x, i_{0}\right)=\tilde{f}\left(t, x, \tilde{\theta}\left(t, x, i_{0}\right), \nabla_{x} \tilde{\theta}\left(t, x, i_{0}\right) \tilde{\sigma}\left(t, x, \tilde{\theta}\left(t, x, i_{0}\right), i_{0}\right), i_{0}\right) \\
\tilde{\Sigma}\left(t, x, i_{0}\right)=\tilde{\sigma}\left(t, x, \tilde{\theta}\left(t, x, i_{0}\right), i_{0}\right)
\end{gathered}
$$

Then for each $t \in[0, T]$ and a $\mathcal{F}_{t}$-measurable $\mathbb{R}^{d}$-valued random vector $\xi$ with bounded second moment the equation

$$
\tilde{X}_{s}^{t, \xi, \alpha_{t}}=\xi+\int_{t}^{s} \tilde{F}\left(r, \tilde{X}_{r}^{t, \xi, \alpha_{t}}, \alpha_{r}\right) d r+\int_{t}^{s} \tilde{\Sigma}\left(r, \tilde{X}_{r}^{t, \xi, \alpha_{t}}, \alpha_{r}\right) d W_{r}
$$

posses a unique solution. For $s \in[t, T]$ denote

$$
\tilde{Y}_{s}^{t, \xi, \alpha_{t}}=\tilde{\theta}\left(s, \tilde{X}_{s}^{t, \xi, \alpha_{t}}, \alpha_{s}\right), \quad \tilde{Z}_{s}^{t, \xi, \alpha_{t}}=\nabla_{x} \tilde{\theta}\left(s, \tilde{X}_{s}^{t, \xi, \alpha_{t}}, \alpha_{s}\right) \tilde{\Sigma}\left(s, \tilde{X}_{s}^{t, \xi, \alpha_{t}}, \alpha_{s}\right),
$$

and

$$
\tilde{\Lambda}_{s}^{i_{0}, j_{0}, t, \xi, \alpha_{t}}=\tilde{\theta}\left(s, \tilde{X}_{s}^{t, \xi, \alpha_{t}}, j_{0}\right)-\tilde{\theta}\left(s, \tilde{X}_{s}^{t, \xi, \alpha_{t}}, i_{0}\right) .
$$

Using Itô formula for $\tilde{\theta}\left(s, \tilde{X}_{s}^{t, \xi, \alpha_{t}}, \alpha_{s}\right)$ and then applying (2.2.1) we obtain
$\tilde{Y}_{s}^{t, \xi, \alpha_{t}}=\tilde{h}\left(\tilde{X}_{T}^{t, \xi, \alpha_{t}}, \alpha_{T}\right)+\int_{s}^{T} \tilde{g}\left(r, \tilde{X}_{r}^{t, \xi, \alpha_{t}}, \tilde{Y}_{r}^{t, \xi, \alpha_{t}}, \tilde{Z}_{r}^{t, \xi, \alpha_{t}}, \alpha_{r}\right) d r-\int_{s}^{T} \tilde{Z}_{r}^{t, \xi, \alpha_{t}} d W_{r}-\int_{s}^{T} \tilde{\Lambda}_{r}^{t, \xi, \alpha_{t}} \bullet d M_{r}$
for each $s \in[t, T]$. This implies that $\left(\tilde{X}^{t, \xi, \alpha_{t}}, \tilde{Y}^{t, \xi, \alpha_{t}}, \tilde{Z}^{t, \xi, \alpha_{t}}, \tilde{\Lambda}^{t, \xi, \alpha_{t}}\right)$ is a solution of the FBSDE associated to the coefficients $\tilde{f}, \tilde{g}, \tilde{h}$, and $\tilde{\sigma}$ and to the initial conditions $t, \xi, \alpha_{t}$.

Let $\gamma>0$ be an arbitrary fixed number. Note that $M_{t}$ is a purely discontinuous and square integrable martingale. Using generalized Itô formula [48, Theorem V.18] for $\left\{e^{\gamma s}\left|\tilde{Y}_{s}^{t, x, \alpha_{t}}\right|^{2}\right\}_{t \leqslant s \leqslant T}$ we arrive at

$$
\begin{aligned}
& e^{\gamma T}\left|\tilde{Y}_{T}^{t, x, \alpha_{t}}\right|^{2} \\
&= e^{\gamma s}\left|\tilde{Y}_{s}^{t, x, \alpha_{t}}\right|^{2}+\gamma \int_{s}^{T} e^{\gamma r}\left|\tilde{Y}_{r}^{t, x, \alpha_{t}}\right|^{2} d r-2 \int_{s}^{T} e^{\gamma r}\left\langle\tilde{Y}_{r}^{t, x, \alpha_{t}}, \tilde{g}\left(r, \tilde{X}_{r}^{t, x, \alpha_{t}}, \tilde{Y}_{r}^{t, x, \alpha_{t}}, \tilde{Z}_{r}^{t, x, \alpha_{t}}, \alpha_{r}\right)\right\rangle d r \\
&+2 \int_{s}^{T} e^{\gamma r}\left\langle\tilde{Y}_{r}^{t, x, \alpha_{t}}, \tilde{Z}_{r}^{t, x, \alpha_{t}} d W_{r}\right\rangle+2 \int_{s}^{T} e^{\gamma r}\left\langle\tilde{Y}_{r}^{t, x, \alpha_{t}}, \tilde{\Lambda}_{r}^{t, x, \alpha_{t}}\right\rangle d M_{r}+\int_{s}^{T} e^{\gamma r}\left\|\tilde{Z}_{r}^{t, x, \alpha_{t}}\right\|^{2} d r \\
&+\int_{s}^{T} e^{\gamma r}\left|\tilde{\Lambda}_{r}^{t, x, \alpha_{t}}\right|^{2} \bullet d[M]_{r}
\end{aligned}
$$

for all $0 \leqslant t \leqslant s \leqslant T$ and $x \in \mathbb{R}^{p}$, which, together with Assumption (B), yields

$$
\begin{aligned}
& e^{\gamma s}\left|\tilde{Y}_{s}^{t, x, \alpha_{t}}\right|^{2}+\int_{s}^{T} e^{\gamma r}\left\|\tilde{Z}_{r}^{t, x, \alpha_{t}}\right\|^{2} d r+\sum_{s<r \leqslant T} e^{\gamma r}\left|\tilde{Y}_{r}^{t, x, \alpha_{t}}-\tilde{Y}_{r-}^{t, x, \alpha_{t}}\right|^{2} \\
& \leqslant \\
& \leqslant e^{\gamma T}\left|\tilde{Y}_{T}^{t, x, \alpha_{t}}\right|^{2}+\int_{s}^{T} e^{\gamma r}\left[2 L\left(1+\left|\tilde{Y}_{r}^{t, x, \alpha_{t}}\right|+\left\|\tilde{Z}_{r}^{t, x, \alpha_{t}}\right\|\right)\left|\tilde{Y}_{r}^{t, x, \alpha_{t}}\right|-\gamma\left|\tilde{Y}_{r}^{t, x, \alpha_{t}}\right|^{2}\right] d r \\
& \quad-2 \int_{s}^{T} e^{\gamma r}\left\langle\tilde{Y}_{r}^{t, x, \alpha_{t}}, \tilde{Z}_{r}^{t, x, \alpha_{t}} d W_{r}\right\rangle-2 \int_{s}^{T} e^{\gamma r}\left\langle\tilde{Y}_{r}^{t, x, \alpha_{t}}, \tilde{\Lambda}_{r}^{t, x, \alpha_{t}}\right\rangle d M_{r} \\
& \leqslant \\
& \leqslant \\
& \quad e^{\gamma T}\left|\tilde{Y}_{T}^{t, x, \alpha_{t}}\right|^{2}+\int_{s}^{T} e^{\gamma r}\left[L+\left(3 L+2 L^{2}-\gamma\right)\left|\tilde{Y}_{r}^{t, x, \alpha_{t}}\right|^{2}+\frac{1}{2}\left\|\tilde{Z}_{r}^{t, x, \alpha_{t}}\right\|^{2}\right] d r \\
& \quad-2 \int_{s}^{T} e^{\gamma r}\left\langle\tilde{Y}_{r}^{t, x, \alpha_{t}}, \tilde{Z}_{r}^{t, x, \alpha_{t}} d W_{r}\right\rangle-2 \int_{s}^{T} e^{\gamma r}\left\langle\tilde{Y}_{r}^{t, x, \alpha_{t}}, \tilde{\Lambda}_{r}^{t, x, \alpha_{t}}\right\rangle d M_{r} .
\end{aligned}
$$

By choosing $\gamma=3 L+2 L^{2}$, taking the conditional expectations with $\mathcal{F}_{t}$, and using Assumption (B) we get

$$
\mathbb{E}\left(e^{\gamma s}\left|\tilde{Y}_{s}^{t, x, \alpha_{t}}\right|^{2} \mid \mathcal{F}_{t}\right) \leqslant e^{\gamma T} L^{2}+L \int_{s}^{T} \mathbb{E}\left(e^{\gamma \gamma} \mid \mathcal{F}_{t}\right) d r=C, \quad t \leqslant s \leqslant T,
$$

where $C=C(L, T)$ is a constant depending on $L$ and $T$. Therefore, there exists a constant $C$ such that $\left|\tilde{\theta}\left(t, x, \alpha_{t}\right)\right| \leqslant C$ for all $(t, x) \in[0, T] \times \mathbb{R}^{p}$. Since the Markov chain $\left(\alpha_{t}\right)$ is irreducible, it follows that

$$
\left|\tilde{\theta}\left(t, x, i_{0}\right)\right| \leqslant C \quad \forall\left(t, x, i_{0}\right) \in[0, T] \times \mathbb{R}^{p} \times \mathcal{M} .
$$

Next, to estimate $\left|\nabla_{x} \tilde{\theta}\left(t, x, i_{0}\right)\right|$ we apply [31, Theorem VII.6.8] for the solution $\boldsymbol{\theta}$ of (2.2.8) to the cylinders $[0, T] \times\left\{x \in \mathbb{R}^{p},|x| \leqslant n\right\}$ and $[0, T] \times\left\{x \in \mathbb{R}^{p},|x| \leqslant n+1\right\}$. It follows that $\sup _{\{t \in[0, T],|x| \leqslant n\}}\left|\nabla_{x} \boldsymbol{\theta}(t, x)\right|^{2}$ is bounded by a constant depending on the constants $C(L, T), K, L, k, \lambda, p, q$ and the distance between $\left\{x \in \mathbb{R}^{p},|x| \leqslant n\right\}$ and $\partial\left\{x \in \mathbb{R}^{p},|x| \leqslant n+1\right\}$ which is 1 . As a consequence, there exists a constant $C(K, L, T, k, \lambda, p, q)$ such that

$$
\sup _{\left(t, x, i_{0}\right) \in[0, T] \times \mathbb{R}^{p} \times \mathcal{M}}\left|\nabla_{x} \tilde{\theta}\left(t, x, i_{0}\right)\right| \leqslant C(K, L, T, k, \lambda, p, q) .
$$

Finally, in order to prove the remaining inequality 2.2.5 take $t$ and $t^{\prime}$ such that $0 \leqslant t \leqslant t^{\prime} \leqslant T$. According to Corollary 2.3, Assumption (B), 2.2.3), and 2.2.4, there exists a constant $\tilde{C}=\tilde{C}(K, L, T, k, \lambda, p, q)$ such that

$$
\mathbb{E}\left|\tilde{Y}_{t^{\prime}}^{t, x, \alpha t}-\tilde{Y}_{t}^{t, x, \alpha t}\right|^{2} \leqslant \tilde{C}\left(t^{\prime}-t\right), \quad \mathbb{E}\left|\tilde{X}_{t^{t}, x, \alpha_{t}}^{t^{2}}-\tilde{X}_{t}^{t, x, \alpha_{t}}\right|^{2} \leqslant \tilde{C}\left(t^{\prime}-t\right) .
$$

Since $\tilde{Y}_{t}^{t, x, \alpha_{t}}=\tilde{\theta}\left(t, x, \alpha_{t}\right)$ and $\tilde{Y}_{t^{\prime}}^{t, x, \alpha_{t}}=\tilde{\theta}\left(t^{\prime}, \tilde{X}_{t^{\prime}}^{t, x, \alpha_{t}}, \alpha_{t^{\prime}}\right)$, by modifying $\tilde{C}$ if necessary and Proposition 2.4, we obtain

$$
\begin{aligned}
\mathbb{E}\left|\tilde{\theta}\left(t, x, \alpha_{t}\right)-\tilde{\theta}\left(t^{\prime}, x, \alpha_{t^{\prime}}\right)\right|^{2} & \leqslant 2\left(\mathbb{E}\left|\tilde{\theta}\left(t, x, \alpha_{t}\right)-\tilde{Y}_{t^{\prime}}^{t, x, \alpha_{t}}\right|^{2}+\mathbb{E} \mid \tilde{\theta}\left(t^{\prime}, \tilde{X}_{t^{\prime}}^{t, x, \alpha_{t}}, \alpha_{t^{\prime}}\right)-\tilde{\theta}\left(t^{\prime}, x, \alpha_{t^{\prime}}\right)^{2}\right) \\
& \leqslant \tilde{C}\left[\left(t^{\prime}-t\right)+\mathbb{E}\left|\tilde{X}_{t^{\prime}}^{t, x, \alpha_{t}}-x\right|^{2}\right]=\tilde{C}\left(t^{\prime}-t\right)
\end{aligned}
$$

This completes the proof.

Remark 2.7. (i) In view of [20, Proposition 2.2], under Assumption (B) there exists a sequence of $C^{\infty}$ functions $\left(f_{n}, g_{n}, h_{n}, \sigma_{n}\right)_{n \geqslant 1}$ satisfying for every $n$ Assumption (B) with respect to the constants $K+4 L, k, 2 L$, and $\lambda / 2$ such that for almost all $t \in[0, T]$ and all

$$
\left(x, y, z, i_{0}\right) \in \mathbb{R}^{p} \times \mathbb{R}^{q} \times \mathbb{R}^{q \times p} \times \mathcal{M},
$$

$$
\left(f_{n}, g_{n}, h_{n}, \sigma_{n}\right)\left(t, x, y, z, i_{0}\right) \rightarrow(f, g, h, \sigma)\left(t, x, y, z, i_{0}\right) \quad \text { as } n \rightarrow \infty .
$$

Denote $a_{n}=\sigma_{n} \sigma_{n}^{\top}$ then as a consequence of Lemma 2.6, the following system of PDE

$$
\left\{\begin{array}{l}
\frac{\partial\left(\theta_{n}\right)_{k}}{\partial t}\left(t, x, i_{0}\right)+\frac{1}{2} \sum_{i, j=1}^{p}\left(a_{n}\right)_{i j}\left(t, x, \theta_{n}\left(t, x, i_{0}\right), i_{0}\right) \frac{\partial^{2}\left(\theta_{n}\right)_{k}}{\partial x_{i} \partial x_{j}}\left(t, x, i_{0}\right) \\
+\sum_{i=1}^{p}\left(f_{n}\right)_{i}\left(t, x, \theta_{n}\left(t, x, i_{0}\right), \nabla_{x} \theta_{n}\left(t, x, i_{0}\right) \sigma_{n}\left(t, x, \theta_{n}\left(t, x, i_{0}\right), i_{0}\right), i_{0}\right) \frac{\partial\left(\theta_{n}\right)_{k}}{\partial x_{i}}\left(t, x, i_{0}\right) \\
+\left(g_{n}\right)_{k}\left(t, x, \theta_{n}\left(t, x, i_{0}\right), \nabla_{x} \theta_{n}\left(t, x, i_{0}\right) \sigma_{n}\left(t, x, \theta_{n}\left(t, x, i_{0}\right), i_{0}\right), i_{0}\right)+\sum_{j_{0} \in \mathcal{M}} q_{i_{0} j_{0}}\left(\theta_{n}\right)_{k}\left(t, x, j_{0}\right)=0,  \tag{2.2.9}\\
\theta_{n}\left(T, x, i_{0}\right)=h_{n}\left(x, i_{0}\right), \quad \forall t \in[0, T], x \in \mathbb{R}^{p}, k=1,2, \ldots, q
\end{array}\right.
$$

admits a unique bounded solution $\theta_{n}\left(\cdot, \cdot, i_{0}\right) \in C^{1,2}\left([0, T] \times \mathbb{R}^{p}, \mathbb{R}^{q}\right)$ satisfying

$$
\frac{\partial \theta_{n}}{\partial t}, \frac{\partial \theta_{n}}{\partial x_{i}}, \frac{\partial^{2} \theta_{n}}{\partial x_{i} \partial x_{j}} \text { are bounded on } \mathbb{R}^{p} \text { for any } i, j=1,2, \ldots, p
$$

Furthermore, there exists a constant $\tilde{K}$ only depending on the constants $K, L, T, k, \lambda, p, q$ such that

$$
\begin{align*}
& \sup _{\left(t, x, i_{0}\right) \in[0, T] \times \mathbb{R}^{p} \times \mathcal{M}}\left|\theta_{n}\left(t, x, i_{0}\right)\right| \leqslant \tilde{K},  \tag{2.2.10}\\
& \sup _{\left(t, x, i_{0}\right) \in[0, T] \times \mathbb{R}^{p} \times \mathcal{M}}\left|\nabla_{x} \theta_{n}\left(t, x, i_{0}\right)\right| \leqslant \tilde{K},  \tag{2.2.11}\\
& \mathbb{E}\left|\theta_{n}(t, x, \alpha(t))-\theta_{n}\left(t^{\prime}, x, \alpha\left(t^{\prime}\right)\right)\right| \leqslant \tilde{K}\left|t^{\prime}-t\right|^{1 / 2}, \quad \forall t, t^{\prime} \in[0, T], x \in \mathbb{R}^{p} . \tag{2.2.12}
\end{align*}
$$

(ii) Next, for simplicity, we denote the following constants

$$
\begin{equation*}
K^{*}=\max \{k, K+4 L, \tilde{K}\} \quad \text { and } \quad T^{*}=C_{2}\left(K^{*}\right) \tag{2.2.13}
\end{equation*}
$$

where $\tilde{K}=\tilde{K}(K, L, T, \lambda, p, q)$ is the constant given in Lemma 2.6 and $C_{2}\left(K^{*}\right)$ is the constant given in Proposition 2.2. Let $N$ be the integer satisfying $(N-1) T^{*} \leqslant T<N T^{*}$ and put $t_{0}=0$, $t_{i}=T-(N-i) T^{*}$ for each $i=1,2, \ldots, N$. Then according to Theorem 2.1, for each $n \geqslant 1$,
$t \in\left[t_{i}, t_{i+1}\right)$ for some $0 \leqslant i \leqslant N-1$, and a $\mathcal{F}_{t}$-measurable random vector $\xi$ with bounded second moment, the following equation

$$
\left\{\begin{aligned}
X_{s} & =\xi+\int_{t}^{s} f_{n}\left(r, X_{r}, Y_{r}, Z_{r}, \alpha_{r}\right) d r+\int_{t}^{s} \sigma_{n}\left(r, X_{r}, Y_{r}, \alpha_{r}\right) d W_{r}, \\
Y_{s} & =\theta_{n}\left(t_{i+1}, X_{t_{i+1}}, \alpha_{t_{i+1}}\right)+\int_{s}^{t_{i+1}} g_{n}\left(r, X_{r}, Y_{r}, Z_{r}, \alpha_{r}\right) d r-\int_{s}^{t_{i+1}} Z_{r} d W_{r}-\int_{s}^{t_{i+1}} \Lambda_{r} \bullet d M_{r},
\end{aligned}\right.
$$

where $s \in\left[t, t_{i+1}\right]$, admits a unique solution denoted by $\left(X_{s}^{n, i, t, \xi, \alpha_{t}}, Y_{s}^{n, i, t, \xi, \alpha_{t}}, Z_{s}^{n, i, t, \xi, \alpha_{t}}, \Lambda_{s}^{n, i, t, \xi, \alpha_{t}}\right)$.
In view of Lemma 2.6, this solution also satisfies the following equations

$$
\begin{aligned}
& Y_{s}^{n, i, t, \xi, \alpha_{t}}=\theta_{n}\left(s, X_{s}^{n, i, t, \xi, \alpha_{t}}, \alpha_{s}\right) \\
& Z_{s}^{n, i, t, \xi, \alpha_{t}}=\nabla_{x} \theta_{n}\left(s, X_{s}^{n, i, t, \xi, \alpha_{t}}, \alpha_{s}\right) \sigma_{n}\left(s, X_{s}^{n, i, t, \xi, \alpha_{t}}, Y_{s}^{n, i, t, \xi, \alpha_{t}}, \alpha_{s}\right)
\end{aligned}
$$

and

$$
\Lambda_{s}^{n, i, i_{0}, j_{0}, t, \xi, \alpha_{t}}=\theta_{n}\left(s, X_{s}^{n, i, t, \xi, \alpha_{t}}, j_{0}\right)-\theta_{n}\left(s, X_{s}^{n, i, t, \xi, \alpha_{t}}, i_{0}\right), \quad i_{0}, j_{0} \in \mathcal{M}, s \in\left[t, t_{i+1}\right] .
$$

As a consequence, Assumption (B) together with the inequalities $(2.2 .10)$ and 2.2 .11 imply that

$$
\left\|Z_{s}^{n, i, t, \xi, \alpha_{t}}\right\|,\left|\Lambda_{s}^{n, i, i_{0}, j_{0}, t, \xi, \alpha_{t}}\right| \leqslant \tilde{K}^{\prime}, \quad \forall i_{0}, j_{0} \in \mathcal{M}, s \in\left[t, t_{i+1}\right]
$$

for some constants $\tilde{K}^{\prime}$ only depending on the constants $K, L, T, k, \lambda, p, q$.
Proposition 2.8. Under Assumption (B) and the notations in Remark 2.7, there exists a mapping $\theta:[0, T] \times \mathbb{R}^{p} \times \mathcal{M} \rightarrow \mathbb{R}^{p}$ such that, as $n \rightarrow \infty, \theta_{n}\left(t, x, \alpha_{t}\right)$ converges uniformly in $\mathcal{L}^{2}\left(\mathbb{R}^{p}\right)$ to $\theta\left(t, x, \alpha_{t}\right)$ on every compact subset of $[0, T] \times \mathbb{R}^{p}$. In addition, the mapping $\theta$ satisfies the following properties:

$$
\begin{gathered}
\theta\left(T, x, i_{0}\right)=h\left(x, i_{0}\right), \quad \forall\left(t, x, i_{0}\right) \in[0, T] \times \mathbb{R}^{p} \times \mathcal{M}, \\
\left|\theta\left(t, x, i_{0}\right)\right| \leqslant C, \quad \forall\left(t, x, i_{0}\right) \in[0, T] \times \mathbb{R}^{p} \times \mathcal{M}, \\
\mathbb{E}\left|\theta\left(t, x, \alpha_{t}\right)-\theta\left(t^{\prime}, x^{\prime}, \alpha_{t^{\prime}}\right)\right| \leqslant \tilde{K}\left(\left|t-t^{\prime}\right|^{1 / 2}+\left|x-x^{\prime}\right|\right), \quad \forall(t, x),\left(t^{\prime}, x^{\prime}\right) \in[0, T] \times \mathbb{R}^{p} .
\end{gathered}
$$

Furthermore, for each $n \geqslant 1$, $t \in\left[t_{i}, t_{i+1}\right)$ for some $0 \leqslant i \leqslant N-1$, and a $\mathcal{F}_{t}$-measurable random vector $\xi$ with bounded second moment, the following equation

$$
\begin{cases}X_{s} & =\xi+\int_{t}^{s} f\left(r, X_{r}, Y_{r}, Z_{r}, \alpha_{r}\right) d r+\int_{t}^{s} \sigma\left(r, X_{r}, Y_{r}, \alpha_{r}\right) d W_{r} \\ Y_{s} & =\theta\left(t_{i+1}, X_{t_{i+1}}, \alpha_{t_{i+1}}\right)+\int_{s}^{t_{i+1}} g\left(r, X_{r}, Y_{r}, Z_{r}, \alpha_{r}\right) d r-\int_{s}^{t_{i+1}} Z_{r} d W_{r}-\int_{s}^{t_{i+1}} \Lambda_{r} \bullet d M_{r},\end{cases}
$$

where $s \in\left[t, t_{i+1}\right]$, admits a unique solution denoted by $\left(X_{s}^{i, t, \xi, \alpha_{t}}, Y_{s}^{i, t, \xi, \alpha_{t}}, Z_{s}^{i, t, \xi, \alpha_{t}}, \Lambda_{s}^{i, t, \xi, \alpha_{t}}\right)$ which satisfies

$$
\begin{array}{r}
\mathbb{P}\left(Y_{s}^{i, t, \xi, \alpha_{t}}=\theta\left(s, X_{s}^{i, t, \xi, \alpha_{t}}, \alpha_{s}\right) \text { for all } s \in\left[t, t_{i+1}\right]\right)=1 \\
\mathbb{P} \otimes \mu\left\{(\omega, s) \in \Omega \times\left[t, t_{i+1}\right],\left|X_{s}^{i, t, \xi, \alpha_{t}}\right|>\tilde{K}^{\prime}\right\}=0
\end{array}
$$

Proof. Let $T^{*}, N$, and $t_{k}, 0 \leqslant k \leqslant N$, be defined as in previous Remark. We will define by induction the mapping $\theta$ on the intervals $\left[t_{k-1}, t_{k}\right)$ with $k$ running downward from $N$ to 1 .

First, for $k=N$, in virtue of Theorem 2.1, for any $t \in\left[t_{N-1}, T\right)$ and $\mathcal{F}_{t}$-measurable random vector $\xi$ with bounded second moment, the FBSDE

$$
\begin{cases}X_{s} & =\xi+\int_{t}^{s} f\left(r, X_{r}, Y_{r}, Z_{r}, \alpha_{r}\right) d r+\int_{t}^{s} \sigma\left(r, X_{r}, Y_{r}, \alpha_{r}\right) d W_{r} \\ Y_{s} & =h\left(X_{T}, \alpha_{T}\right)+\int_{s}^{T} g\left(r, X_{r}, Y_{r}, Z_{r}, \alpha_{r}\right) d r-\int_{s}^{T} Z_{r} d W_{r}-\int_{s}^{T} \Lambda_{r} \bullet d M_{r}, \quad s \in[t, T] .\end{cases}
$$

has a unique solution. Let us denote this solution by

$$
\begin{aligned}
& \left(X_{s}^{N-1, t, \xi, \alpha_{t}}, Y_{s}^{N-1, t, \xi, \alpha_{t}}, Z_{s}^{N-1, t, \xi, \alpha_{t}}, \Lambda_{s}^{N-1, t, \xi, \alpha_{t}}\right)_{t \leqslant s \leqslant T} \text {. Define } \\
& \quad \theta:\left[t_{N-1}, T\right] \times \mathbb{R}^{p} \times \mathcal{M} \rightarrow \mathbb{R}^{q}, \quad\left(t, x, \alpha_{t}\right) \mapsto \theta\left(t, x, \alpha_{t}\right)=Y_{t}^{N-1, t, x, \alpha_{t}} .
\end{aligned}
$$

According to Corollary 2.3, it follows that $Y_{t}^{N-1, t, \xi, \alpha_{t}}=\theta\left(t, \xi, \alpha_{t}\right)$ for all $t \leqslant s \leqslant T$ with probability 1 .

## 3 Related PDEs: Weak sense

Put

$$
\begin{aligned}
\tilde{U}\left(t, x, i_{0}\right) & =\nabla_{x} \tilde{\theta}\left(t, x, i_{0}\right) \tilde{\sigma}\left(t, x, \tilde{\theta}\left(t, x, i_{0}\right), i_{0}\right), \\
\tilde{W}\left(t, x, i_{0}, j_{0}\right) & =\tilde{\theta}\left(t, x, j_{0}\right)-\tilde{\theta}\left(t, x, i_{0}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\tilde{\mathcal{L}} \tilde{\theta}_{k}\left(t, x, i_{0}\right)= & \frac{1}{2} \sum_{i, j=1}^{p} \tilde{a}_{i j}\left(t, x, \tilde{\theta}\left(t, x, i_{0}\right), i_{0}\right) \frac{\partial^{2} \tilde{\theta}_{k}}{\partial x_{i} \partial x_{j}}\left(t, x, i_{0}\right) \\
& +\sum_{i=1}^{p} \tilde{f}_{i}\left(t, x, \tilde{\theta}\left(t, x, i_{0}\right), \tilde{U}\left(t, x, i_{0}\right), i_{0}\right) \frac{\partial \tilde{\theta}_{k}}{x_{i}}\left(t, x, i_{0}\right)
\end{aligned}
$$

Then 2.2.1 becomes

$$
\left\{\begin{array}{l}
\frac{\partial \tilde{\theta}_{k}}{\partial t}\left(t, x, i_{0}\right)+\tilde{\mathcal{L}} \tilde{\theta}_{k}\left(t, x, i_{0}\right)+\tilde{g}_{k}\left(t, x, \tilde{\theta}\left(t, x, i_{0}\right), \tilde{U}\left(t, x, i_{0}\right), i_{0}\right)+\sum_{j_{0} \in \mathcal{M}} q_{i_{0} j_{0}} \tilde{\theta}_{k}\left(t, x, j_{0}\right)=0  \tag{2.3.1}\\
\tilde{\theta}\left(T, x, i_{0}\right)=\tilde{h}\left(x, i_{0}\right), \quad \forall t \in[0, T], x \in \mathbb{R}^{p}, k=1,2, \ldots, q
\end{array}\right.
$$

Put

$$
U\left(t, x, i_{0}\right)=\nabla_{x} \theta\left(t, x, i_{0}\right) \sigma\left(t, x, \theta\left(t, x, i_{0}\right), i_{0}\right),
$$

and

$$
W\left(t, x, i_{0}, j_{0}\right)=\theta\left(t, x, j_{0}\right)-\theta\left(t, x, i_{0}\right)
$$

We define $\mathcal{H}$ the set of functions $\theta(s, x, i)$ such that $(\theta, U) \in \mathcal{L}^{2}\left([0, T] \times \mathbb{R}^{p} ; \mathbb{R}^{q}\right) \otimes \mathcal{L}^{2}\left([0, T] \times \mathbb{R}^{p} ; \mathbb{R}^{q \times p}\right)$ for each $i \in \mathcal{M}$ with the norm

$$
\|\theta\|_{\mathcal{H}}=\left(\int_{0}^{T} \int_{\mathbb{R}^{p}}\left(|\theta(s, x, i)|^{2}+\|U(s, x, i)\|^{2}+\sum_{j \in \mathcal{M}} q_{i j}|W(s, x, i, j)|^{2}\right) d x d s\right)^{1 / 2}
$$

Definition 2.9. We say that $\theta$ is a weak solution of the $P D E$ (2.2.1) if $\theta$ satisfies

$$
\begin{align*}
& \int_{t}^{T} \int_{\mathbb{R}^{p}} \theta_{k}\left(s, x, i_{0}\right) D_{s} \varphi_{k}(s, x) d x d s+\int_{\mathbb{R}^{p}} \theta_{k}\left(t, x, i_{0}\right) \varphi_{k}(t, x) d x-\int_{\mathbb{R}^{p}} h_{k}\left(x, i_{0}\right) \varphi_{k}(T, x) d x \\
& +\frac{1}{2} \int_{t}^{T} \int_{\mathbb{R}^{p}} \sum_{i, j=1}^{p} a_{i j}\left(s, x, \theta\left(s, x, i_{0}\right), i\right) D_{i} \theta_{k}\left(s, x, i_{0}\right) D_{j} \varphi_{k}(s, x) d x d s \\
& +\int_{t}^{T} \int_{\mathbb{R}^{p}} \theta_{k}\left(s, x, i_{0}\right) \sum_{i=1}^{p} D_{i}\left(\left(f_{i}-A_{i}\right) \varphi_{k}(s, x)\right) d x d s \\
& -\int_{t}^{T} \int_{\mathbb{R}^{p}} g_{k}\left(t, x, \theta\left(s, x, i_{0}\right), U\left(s, x, i_{0}\right), i_{0}\right) \varphi_{k}(s, x) d x d s \\
& -\int_{t}^{T} \int_{\mathbb{R}^{p}} \sum_{j_{0} \in \mathcal{M}} q_{i_{0} j_{0}} \theta_{k}\left(t, x, j_{0}\right) \varphi_{k}(s, x) d x d s=0 \tag{2.3.2}
\end{align*}
$$

where $A_{i}\left(s, x, i_{0}\right)=\frac{1}{2} \sum_{j=1}^{p} D_{j}\left(a_{i j}\left(s, x, \theta\left(s, x, i_{0}\right), i_{0}\right)\right)$.
Definition 2.10. We say that $\boldsymbol{\theta}$ is a weak solution of the PDE (2.2.1) if $\boldsymbol{\theta}$ satisfies

$$
\begin{align*}
& \int_{t}^{T} \int_{\mathbb{R}^{p}} \boldsymbol{\theta}(s, x) D_{s} \varphi(s, x) d x d s+\int_{\mathbb{R}^{p}} \boldsymbol{\theta}(t, x) \varphi(t, x) d x-\int_{\mathbb{R}^{p}} \mathbf{h}(x) \varphi(T, x) d x \\
& \quad+\int_{t}^{T} \int_{\mathbb{R}^{p}} \frac{1}{2} \sum_{i, j=1}^{p} \mathbf{a}_{i j}(s, x, \boldsymbol{\theta}) D_{i} \boldsymbol{\theta}(s, x) D_{j} \varphi(s, x) d x d s  \tag{2.3.3}\\
& \quad+\int_{t}^{T} \int_{\mathbb{R}^{p}} \boldsymbol{\theta}(s, x) \sum_{i=1}^{p} D_{i}\left(\left(\mathbf{f}_{i}-A_{i}\right) \varphi(s, x)\right) d s d x \\
& =\int_{t}^{T} \int_{\mathbb{R}^{p}} \mathbf{g}\left(s, x, \boldsymbol{\theta}, \nabla_{x} \boldsymbol{\theta}\right) \varphi(s, x) d x d s .
\end{align*}
$$

where $A_{i}=\frac{1}{2} \sum_{i=1}^{p} D_{j}\left(\mathbf{a}_{i j}(s, x, \boldsymbol{\theta})\right)$.
To proceed further, we need to use the following lemma (see [36, Lemma 2.10]).
Lemma 2.11 (Generalized equivalence of norm principle). We take $\rho(x):=e^{F(x)}$ as the weight function, where $F: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is a continuous function. Moreover, we assume that there exists a constant $R>0$ such that for $|x|>R, F \in C_{l, b}^{2}\left(\mathbb{R}^{d} ; \mathbb{R}\right)$ and $\sup _{x \in \in \mathbb{R}^{d}}\left|F^{\prime}(x) x\right|<+\infty$. For instance, we can take $\rho(x)=(1+|x|)^{q}$, with $q \in \mathbb{R}$ or $\rho(x)=e^{\frac{\alpha}{1+|x|}}$ with $\alpha \in \mathbb{R}$. If $\varphi \rho^{-1} \in$ $L^{1}\left(\mathbb{R}^{d}\right)$. Then there exist two constants $c>0$ and $C>0$ such that

$$
c \int_{\mathbb{R}^{d}}|\varphi(x)| \rho^{-1}(x) d x \leqslant \mathbb{E}\left[\int_{\mathbb{R}^{d}}\left|\varphi\left(X_{s}^{t, x, i}\right)\right| \rho^{-1}(x) d x\right] \leqslant C \int_{\mathbb{R}^{d}}|\varphi(x)| \rho^{-1}(x) d x
$$

Moreover if $\Psi: \Omega \times[t, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}, \Psi(s, \cdot)$ is $F_{s}^{\alpha}$ measurable for $s \in[t, T]$ and $\Psi \rho^{-1} \in$ $L^{1}\left(\Omega \times[0, T] \times \mathbb{R}^{d}\right)$, then there exist two constants $c>0$ and $C>0$ such that

$$
\begin{aligned}
c \mathbb{E} \int_{t}^{T} \int_{\mathbb{R}^{d}}|\Psi(s, x)| \rho(x)^{-1} d x & \leqslant \mathbb{E} \int_{t}^{T} \int_{\mathbb{R}^{d}}\left|\Psi\left(s, X_{s}^{t, x, i}\right)\right| \rho(x)^{-1} d x \\
& \leqslant C \mathbb{E} \int_{t}^{T} \int_{\mathbb{R}^{d}}|\Psi(s, x)| \rho(x)^{-1} d x
\end{aligned}
$$

The constants $c$ and $C$ depend on $T, \rho$, the bounds of $\sigma$ and the bounds of the first (resp. first and second) derivatives of $b$ (resp. of $\sigma$ ).

Theorem 2.12. Let $\left(X_{s}^{t, \xi, \alpha_{t}}, Y_{s}^{t, \xi, \alpha_{t}}, Z_{s}^{t, \xi, \alpha_{t}}, \Lambda_{s}^{t, \xi, \alpha_{t}}\right)$, $t \leqslant s \leqslant T$ be the unique solution of the problem 2.1.13). Then $\theta(t, x, i)=Y_{t}^{t, x, \alpha_{t}}$ is a weak solution of 2.2.8) with $\theta(T, x, i)=h(x)$.

Proof. Let $\tilde{f}^{m}$ (resp. $\tilde{g}^{m}, \theta^{m}, \tilde{\sigma}^{m}$ ) be smooth functions which approximate $\tilde{f}$ (resp. $\tilde{g}, \theta, \tilde{\sigma}$ ) and satisfy Assumption (A), and $\left(X_{s, m}^{t, x, \imath}, Y_{s, m}^{t, x, \imath}, Z_{s, m}^{t, x, \imath}, \Lambda_{s, m}^{t, x, \imath}\right), t \leqslant s \leqslant T$ be the unique solution of the following equations

$$
\begin{cases}X_{s, m} & =x+\int_{t}^{s} \tilde{f}^{m}\left(r, X_{r, m}, Y_{r, m}, Z_{r, m}, \alpha_{r}\right) d r+\int_{t}^{s} \tilde{\sigma}^{m}\left(r, X_{r, m}, Y_{r, m}, Z_{r, m}, \alpha_{r}\right) d W_{r} \\ Y_{s, m} & =\theta^{m}\left(X_{T}, \alpha_{T}\right)+\int_{s}^{T} \tilde{g}^{m}\left(r, X_{r, m}, Y_{r, m}, Z_{r, m}, \alpha_{r}\right) d r-\int_{s}^{T} Z_{r, m} d W_{r}-\int_{s}^{T} \Lambda_{r, m} \bullet d M_{r}, \\ s & \in[t, T]\end{cases}
$$

Put $\theta\left(t, \cdot, i_{0}\right)=Y_{t}^{t, \cdot, i_{0}}$ and $\theta^{m}\left(t, \cdot, i_{0}\right)=Y_{t, m}^{t, \cdot, i_{0}}$. From Lemma 2.6. we know that $\theta^{m}\left(t, x, i_{0}\right)$ is the unique solution of the following partial differential equation
$\frac{\partial \theta_{k}^{m}}{\partial t}\left(t, x, i_{0}\right)+\tilde{\mathcal{L}}^{m} \theta_{k}^{m}\left(t, x, i_{0}\right)+\tilde{g}_{k}^{m}\left(t, x, \theta^{m}\left(t, x, i_{0}\right), \tilde{U}^{m}\left(t, x, i_{0}\right), i_{0}\right)+\sum_{j_{0} \in \mathcal{M}} q_{i_{0} j_{0}} \theta_{k}^{m}\left(t, x, j_{0}\right)=0$,
$\theta\left(T, x, i_{0}\right)=\tilde{h}\left(x, i_{0}\right), \quad \forall t \in[0, T], x \in \mathbb{R}^{p}, k=1,2, \ldots, q$,
where

$$
\begin{aligned}
\tilde{U}^{m}\left(t, x, i_{0}\right) & =\nabla_{x} \theta^{m}\left(t, x, i_{0}\right) \tilde{\sigma}^{m}\left(t, x, \theta^{m}\left(t, x, i_{0}\right), i_{0}\right), \\
\tilde{W}^{m}\left(t, x, i_{0}, j_{0}\right) & =\theta^{m}\left(t, x, j_{0}\right)-\theta^{m}\left(t, x, i_{0}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\tilde{\mathcal{L}}^{m} \theta_{k}^{m}\left(t, x, i_{0}\right)= & \frac{1}{2} \sum_{i, j=1}^{p} \tilde{a}_{i j}^{m}\left(t, x, \theta^{m}\left(t, x, i_{0}\right), i_{0}\right) \frac{\partial^{2} \theta_{k}^{m}}{\partial x_{i} \partial x_{j}}\left(t, x, i_{0}\right) \\
& \left.+\sum_{i=1}^{p} \tilde{f}_{i}^{m}\left(t, x, \theta^{m}\left(t, x, i_{0}\right), \tilde{U}^{m}\left(t, x, i_{0}\right), i_{0}\right), i_{0}\right) \frac{\partial \theta_{k}^{m}}{x_{i}}\left(t, x, i_{0}\right)
\end{aligned}
$$

Thus

$$
\begin{align*}
& \int_{t}^{T} \int_{\mathbb{R}^{p}} \theta_{k}^{m}\left(s, x, i_{0}\right) D_{s} \varphi_{k}(s, x) d x d s+\int_{\mathbb{R}^{p}} \theta_{k}^{m}\left(T, x, i_{0}\right) \varphi_{k}(t, x) d x-\int_{\mathbb{R}^{p}} \theta_{k}^{m}\left(x, i_{0}\right) \varphi_{k}(T, x) d x \\
& +\frac{1}{2} \int_{t}^{T} \int_{\mathbb{R}^{p}} \sum_{i, j=1}^{p} \tilde{a}_{i j}^{m}\left(s, x, \theta^{m}\left(s, x, i_{0}\right), i\right) D_{i} \theta_{k}^{m}\left(s, x, i_{0}\right) D_{j} \varphi_{k}(s, x) d x d s \\
& +\int_{t}^{T} \int_{\mathbb{R}^{p}} \theta_{k}^{m}\left(s, x, i_{0}\right) \sum_{i=1}^{p} D_{i}\left(\left(\tilde{f}_{i}^{m}-\tilde{A}_{i}^{m}\right) \varphi_{k}(s, x)\right) d x d s \\
& \left.-\int_{t}^{T} \int_{\mathbb{R}^{p}} \tilde{g}_{k}^{m}\left(t, x, \theta^{m}\left(s, x, i_{0}\right), \tilde{U}^{m}\left(s, x, i_{0}\right), i_{0}\right), i_{0}\right) \varphi_{k}(s, x) d x d s \\
& -\int_{t}^{T} \int_{\mathbb{R}^{p}} \sum_{j_{0} \in \mathcal{M}} q_{i_{0} j_{0}} \theta_{k}^{m}\left(t, x, j_{0}\right) \varphi_{k}(s, x) d x d s=0 \tag{2.3.5}
\end{align*}
$$

where $\tilde{A}_{i}^{m}\left(s, x, i_{0}\right)=\frac{1}{2} \sum_{j=1}^{p} D_{j}\left(a_{i j}^{m}\left(s, x, \theta^{m}\left(s, x, i_{0}\right), i_{0}\right)\right)$.
On the other hand, let $\rho$ be a weight function as mentioned in Lemma 2.11. Then

$$
\begin{aligned}
&\left\|\theta^{m_{1}}(t, x, i)-\theta^{m_{2}}(t, x, i)\right\|_{\mathcal{H}} \\
&= \mathbb{E}\left[\int _ { t } ^ { T } \int _ { \mathbb { R } ^ { d } } \left(\left|\theta^{m_{1}}\left(s, X_{s}^{t, x, i}, i\right)-\theta^{m_{2}}\left(s, X_{s}^{t, x, i}, i\right)\right|^{2}+\left\|\tilde{U}^{m_{1}}\left(s, X_{s}^{t, x, i}, i\right)-\tilde{U}^{m_{2}}\left(s, X_{s}^{t, x, i}, i\right)\right\|^{2}\right.\right. \\
&\left.\left.+\sum_{j \in I}\left|\tilde{W}^{m_{1}}\left(s, X_{s}^{t, x, i}, i, j\right)-\tilde{W}^{m_{2}}\left(s, X_{s}^{t, x, i}, i, j\right)\right|^{2} q_{i j}\right) \rho^{-1}(x) d x d s\right] \\
&= \mathbb{E}\left[\int_{t}^{T} \int_{\mathbb{R}^{d}}\left(\left|\tilde{Y}_{s, m_{1}}^{t, x, i}-\tilde{Y}_{s, m_{2}}^{t, x, i}\right|^{2}+\left\|\tilde{Z}_{s, m_{1}}^{t, x, i}-\tilde{Z}_{s, m_{2}}^{t, x, i}\right\|^{2}+\sum_{j \in \mathcal{M}}\left|\tilde{\Lambda}_{s, m_{1}}^{i, j, x, i}-\tilde{\Lambda}_{s, m_{2}}^{i, j, x, i}\right|^{2} q_{i j}\right) \rho^{-1}(x) d x d s\right] .
\end{aligned}
$$

In view of Assumption (B), standard calculations (see Corollary 2.5) show that
$\mathbb{E}\left[\int_{t}^{T} \int_{\mathbb{R}^{d}}\left(\left|\tilde{Y}_{s, m}^{t, x, i}-\tilde{Y}_{s}^{t, x, i}\right|^{2}+\left\|\tilde{Z}_{s, m}^{t, x, i}-\tilde{Z}_{s}^{t, x, i}\right\|^{2}+\sum_{j \in \mathcal{M}}\left|\tilde{\Lambda}_{s, m}^{i, j, t, x, i}-\tilde{\Lambda}_{s}^{i, j, t, x, i}\right|^{2} q_{i j}\right) \rho^{-1}(x) d x d s\right] \rightarrow 0$
as $m \rightarrow \infty$. So $\left\|\theta^{m_{1}}(t, x, i)-\theta^{m_{2}}(t, x, i)\right\|_{\mathcal{H}} \rightarrow 0$ as $m_{1}, m_{2} \rightarrow \infty$, which means that $\theta^{m}(t, x, i)$ is a Cauchy sequence in $\mathcal{H}$. Therefore, there exists $\theta \in \mathcal{H}$ such that $\theta^{m} \rightarrow \theta$ in $\mathcal{H}$, which
implies that $\left(\theta^{m}, \nabla_{x} \theta^{m} \tilde{\sigma}^{m}\right) \rightarrow\left(\theta, \nabla_{x} \theta \sigma\right)$. This result together with passing the limit as $m \rightarrow \infty$ in 2.3.5 can verify that $\theta$ is a weak solution of (2.2.8).

# CHAPTER 3 <br> FBSDEs with Regime Switching Under Monotoncity Conditions 

In this chapter, we first work on backward stochastic differential equations with Markovian switching and derive useful estimates for the solutions. Then, we focus on forwardbackward stochastic differential equations and provide sufficient conditions for the existence and uniqueness of the solutions.

## 1 Estimate of BSDEs with Markovian Switching

Lemma 3.1. Let $F_{i}:[0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d} \times \mathcal{M} \times \Omega \rightarrow \mathbb{R}^{d}, i=1,2$, satisfy

$$
\left|F_{i}\left(t, y_{1}, z_{1}, i_{0}\right)-F_{i}\left(t, y_{2}, z_{2}, i_{0}\right)\right| \leqslant C\left(\left|y_{1}-y_{2}\right|+\left\|z_{1}-z_{2}\right\|\right), \quad \mathbb{P} \text {-a.s. }
$$

for any $t \in[0, T], y_{1}, y_{2} \in \mathbb{R}^{d}, z_{1}, z_{2} \in \mathbb{R}^{d \times d}$, and $i_{0} \in \mathcal{M}$ (with the constant $C$ being deterministic). In addition, $F_{i}\left(\cdot, 0,0, i_{0}\right) \in \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ and $F_{i}\left(t, y, z, i_{0}\right)$ is $\mathcal{F}$-adapted for any $i=1,2, y \in \mathbb{R}^{d}, z \in \mathbb{R}^{d \times d}$, and $i_{0} \in \mathcal{M}$. Let $\xi_{i} \in \mathcal{L}_{\mathcal{F}_{T}}^{2}\left(\mathbb{R}^{d}\right)$ and $\left(Y_{i}, Z_{i}, \Lambda_{i}\right), i=1,2$, be the solutions of the BSDEs

$$
Y_{i}(t)=\xi_{i}-\int_{t}^{T} F_{i}\left(s, Y_{i}(s), Z_{i}(s), \alpha(s)\right) d s-\int_{t}^{T} Z_{i}(s) d W_{s}-\int_{t}^{T} \Lambda_{i}(s) \bullet d M_{s}, \quad t \in[0, T]
$$

Then

$$
\begin{aligned}
& \mathbb{E}\left(\sup _{0 \leqslant t \leqslant T}\left|Y_{1}(t)-Y_{2}(t)\right|^{2}+\int_{0}^{T}\left\|Z_{1}(t)-Z_{2}(t)\right\|^{2} d t+\int_{0}^{T}\left|\Lambda_{1}(t)-\Lambda_{2}(t)\right|^{2} \bullet d[M]_{t}\right) \\
& \leqslant C\left(\mathbb{E}\left|\xi_{1}-\xi_{2}\right|^{2}+\mathbb{E} \int_{0}^{T}\left|F_{1}\left(t, Y_{1}(s), Z_{1}(s), \alpha(s)\right)-F_{2}\left(t, Y_{1}(s), Z_{1}(s), \alpha(s)\right)\right|^{2} d s\right)
\end{aligned}
$$

Proof. Denote $\hat{Y}(\cdot)=Y_{1}(\cdot)-Y_{2}(\cdot), \widehat{Z}(\cdot)=Z_{1}(\cdot)-Z_{2}(\cdot), \widehat{\xi}=\xi_{1}-\xi_{2}$, and

$$
\widehat{F}(\cdot)=F_{1}\left(\cdot, Y_{1}(\cdot), Z_{1}(\cdot), \alpha(\cdot)\right)-F_{2}\left(\cdot, Y_{1}(\cdot), Z_{1}(\cdot), \alpha(\cdot)\right) .
$$

Using Itô formula for $|\widehat{Y}(\cdot)|^{2}$ we have

$$
\begin{aligned}
|\hat{Y}(t)|^{2} & +\int_{t}^{T}\|\hat{Z}(s)\|^{2} d s+\int_{t}^{T}|\hat{\Lambda}(s)|^{2} \bullet d[M]_{s} \\
=|\hat{\xi}|^{2} & -2 \int_{t}^{T}\left\langle\hat{Y}(s), F_{1}\left(s, Y_{1}(s), Z_{1}(s), \alpha(s)\right)-F_{2}\left(s, Y_{2}(s), Z_{2}(s), \alpha(s)\right)\right\rangle d s \\
& -2 \int_{t}^{T}\left\langle\hat{Y}(s), \widehat{Z}(s) d W_{s}\right\rangle-2 \int_{t}^{T}\left\langle\hat{Y}(s), \widehat{\Lambda}(s) \bullet d M_{s}\right\rangle \\
\leqslant|\hat{\xi}|^{2}+ & 2 \int_{t}^{T}[|\hat{Y}(s)||\hat{F}(s)|+C|\hat{Y}(s)|(|\hat{Y}(s)|+\|\hat{Z}(s)\|)] d s \\
& -2 \int_{t}^{T}\left\langle\hat{Y}(s), \hat{Z}(s) d W_{s}\right\rangle-2 \int_{t}^{T}\left\langle\hat{Y}(s), \widehat{\Lambda}(s) \bullet d M_{s}\right\rangle,
\end{aligned}
$$

which together with the Cauchy-Schwarz inequality implies

$$
\begin{align*}
|\hat{Y}(t)|^{2} & +\frac{1}{2} \int_{t}^{T}\|\hat{Z}(s)\|^{2} d s+\int_{t}^{T}|\widehat{\Lambda}(s)|^{2} \bullet d[M]_{s} \\
\leqslant|\hat{\xi}|^{2}+ & \int_{t}^{T}\left[\left(1+2 C+2 C^{2}\right)|\widehat{Y}(s)|^{2}+|\widehat{F}(s)|^{2}\right] d s  \tag{3.1.1}\\
& -2 \int_{t}^{T}\left\langle\hat{Y}(s), \hat{Z}(s) d W_{s}\right\rangle-2 \int_{t}^{T}\left\langle\hat{Y}(s), \widehat{\Lambda}(s) \bullet d M_{s}\right\rangle .
\end{align*}
$$

Taking the expectations in above inequality, we obtain

$$
\begin{align*}
\mathbb{E}|\hat{Y}(t)|^{2} & \leqslant \mathbb{E}\left(|\hat{Y}(t)|^{2}+\frac{1}{2} \int_{t}^{T}\|\hat{Z}(s)\|^{2} d s+\int_{t}^{T}|\widehat{\Lambda}(s)|^{2} \bullet d[M]_{s}\right) \\
& \leqslant \mathbb{E}\left(|\widehat{\xi}|^{2}+\int_{0}^{T}|\widehat{F}(s)|^{2} d s\right)+\left(1+2 C+2 C^{2}\right) \int_{t}^{T} \mathbb{E}|\hat{Y}(s)|^{2} d s \tag{3.1.2}
\end{align*}
$$

By the Gronwall inequality,

$$
\begin{equation*}
\mathbb{E}|\widehat{Y}(t)|^{2} \leqslant K_{1} \mathbb{E}\left(|\widehat{\xi}|^{2}+\int_{0}^{T}|\widehat{F}(s)|^{2} d s\right), \quad \forall t \in[0, T] \tag{3.1.3}
\end{equation*}
$$

Using this inequality and (with $t=0$ ) yields

$$
\begin{equation*}
\mathbb{E}\left(\int_{0}^{T}\|\widehat{Z}(s)\|^{2} d s+\int_{0}^{T}|\widehat{\Lambda}(s)|^{2} \bullet d[M]_{s}\right) \leqslant K_{2} \mathbb{E}\left(|\widehat{\xi}|^{2}+\int_{0}^{T}|\widehat{F}(s)|^{2} d s\right) \tag{3.1.4}
\end{equation*}
$$

Next, using $\int_{t}^{T}=\int_{0}^{T}-\int_{0}^{t}$ for stochastic integrals in 3.1.1, we obtain

$$
\begin{aligned}
|\hat{Y}(t)|^{2} & +\frac{1}{2} \int_{t}^{T}\|\widehat{Z}(s)\|^{2} d s+\int_{t}^{T}|\widehat{\Lambda}(s)|^{2} \bullet d[M]_{s} \\
\leqslant|\widehat{\xi}|^{2}+ & \left.\int_{t}^{T}\left[\left(1+2 C+2 C^{2}\right)|\widehat{Y}(s)|^{2}+|\widehat{F}(s)|^{2}\right)\right] d s \\
& -2 \int_{0}^{T}\left\langle\widehat{Y}(s), \widehat{Z}(s) d W_{s}\right\rangle-2 \int_{0}^{T}\left\langle\hat{Y}(s), \widehat{\Lambda}(s) \bullet d M_{s}\right\rangle \\
& \quad+2 \int_{0}^{t}\left\langle\hat{Y}(s), \widehat{Z}(s) d W_{s}\right\rangle+2 \int_{0}^{t}\left\langle\widehat{Y}(s), \widehat{\Lambda}(s) \bullet d M_{s}\right\rangle .
\end{aligned}
$$

Subsequently, according to the Burkholder-Davis-Gundy inequality, the Hölder inequality, and the Cauchy-Schwartz inequality,

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{t \in[0, T]}|\widehat{Y}(t)|^{2}\right] \\
& \leqslant \mathbb{E}\left[|\widehat{\xi}|^{2}+\left(1+2 C+2 C^{2}\right) \int_{0}^{T}|\widehat{Y}(s)|^{2} d s+\int_{0}^{T}|\widehat{F}(s)|^{2} d s\right] \\
& \quad+4 \mathbb{E}\left[\sup _{t \in[0, T]}\left|\int_{0}^{t}\left\langle\widehat{Y}(s), \widehat{Z}(s) d W_{s}\right\rangle\right|\right]+4 \mathbb{E}\left[\sup _{t \in[0, T]}\left|\int_{0}^{t}\left\langle\widehat{Y}(s), \widehat{\Lambda}(s) \bullet d M_{s}\right\rangle\right|\right] \\
& \leqslant \\
& \qquad K \mathbb{E}\left(|\hat{\xi}|^{2}+\int_{0}^{T}|\widehat{F}(s)|^{2} d s\right)+\frac{1}{4} \mathbb{E}\left[\sup _{t \in[0, T]}|\widehat{Y}(t)|^{2}\right]+K^{2} \mathbb{E} \int_{0}^{T}\|\widehat{Z}(s)\|^{2} d s \\
& \quad+\frac{1}{4} \mathbb{E}\left[\sup _{t \in[0, T]}|\widehat{Y}(t)|^{2}\right]+K^{2} \mathbb{E} \int_{0}^{T}|\widehat{\Lambda}(s)|^{2} \bullet d[M]_{s} .
\end{aligned}
$$

Thus,

$$
\begin{align*}
\mathbb{E}\left[\sup _{t \in[0, T]}|\hat{Y}(t)|^{2}\right] & \leqslant C \mathbb{E}\left(|\hat{\xi}|^{2}+\int_{0}^{T}|\widehat{F}(s)|^{2} d s+\int_{0}^{T}\|\widehat{Z}(s)\|^{2} d s+\int_{0}^{T}|\widehat{\Lambda}(s)|^{2} \bullet d[M]_{s}\right) \\
& \leqslant C \mathbb{E}\left(|\hat{\xi}|^{2}+\int_{0}^{T}|\widehat{F}(s)|^{2} d s\right) . \tag{3.1.5}
\end{align*}
$$

Note that we have used (3.1.4) in the last inequality. Again, combining (3.1.4 with (3.1.5) lead to

$$
\mathbb{E}\left(\sup _{t \in[0, T]}|\widehat{Y}(t)|^{2}+\int_{0}^{T}\|\widehat{Z}(s)\|^{2} d s+\int_{0}^{T}|\widehat{\Lambda}(s)|^{2} \bullet d[M]_{s}\right) \leqslant C \mathbb{E}\left(|\widehat{\xi}|^{2}+\int_{0}^{T}|\widehat{F}(s)|^{2} d s\right) .
$$

This completes the proof.

## 2 FBSDEs with Markovian Switching

In this section we will develop the theory of FBSDEs with Markovian switching using a different approach. More precisely, we focus on the forward backward equations without the presence of mean-field terms and will use the continuation method and monotonicity condition to examine the well-posedness of the underlying FBSDEs. We will provide several different conditions that guarantee the existence and uniqueness of solutions of such FBSDEs with Markovian switching. The obtained results here are vital to further study these systems in a much more general settings, where the conditional mean-fields are coupled in the systems. For this section we will be working with equation

$$
\left\{\begin{array}{l}
X_{t}=\xi+\int_{0}^{t} f_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d s+\int_{0}^{t} \sigma_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d W_{s}  \tag{3.2.1}\\
Y_{t}=h_{0}\left(X_{T}, \alpha_{T}\right)-\int_{t}^{T} g_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d s-\int_{t}^{T} Z_{s} d W_{s}-\int_{t}^{T} \Lambda_{s} \bullet d M_{s}, \quad t \in[0, T]
\end{array}\right.
$$

Throughout this section, we assume the following assumption.

## Assumption ( $\mathrm{C}_{0}$ ).

$\left(\mathrm{C}_{0} 1\right)$ For each fixed $i_{0} \in \mathcal{M}$, the functions $f_{0}\left(\cdot, \cdot, \cdot, \cdot, \cdot, i_{0}\right), g_{0}\left(\cdot, \cdot, \cdot, \cdot, \cdot, i_{0}\right)$, and $\sigma_{0}\left(\cdot, \cdot, \cdot, \cdot, \cdot, i_{0}\right)$ are $\mathcal{F}$-progressively measurable and Lipschitz in $(x, y, z)$ uniformly in $(t, \omega)$. That is, for $\varphi_{0}=f_{0}, g_{0}$, or $\sigma_{0}$, there exists a (deterministic) constant $C_{\theta}$ such that for any $t \in[0, T]$, $i_{0} \in \mathcal{M}$, and $\theta_{1}=\left(x_{1}, y_{1}, z_{1}\right), \theta_{2}=\left(x_{2}, y_{2}, z_{2}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d}$ we have

$$
\left|\varphi_{0}\left(t, \theta_{1}, i_{0}\right)-\varphi_{0}\left(t, \theta_{2}, i_{0}\right)\right| \leqslant C_{\theta}\left\|\theta_{1}-\theta_{2}\right\|, \quad \mathbb{P} \text {-a.s. }
$$

where $\left\|\theta_{1}-\theta_{2}\right\|=\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|+\left\|z_{1}-z_{2}\right\|$.
$\left(\mathrm{C}_{0} 2\right)$ For each fixed $\left(x, i_{0}\right) \in \mathbb{R}^{d} \times \mathcal{M}$, the function $h_{0}\left(\cdot, x, i_{0}\right)$ belongs to $\mathcal{L}^{2}\left(\mathbb{R}^{d}\right)$. In addition, $h_{0}\left(\omega, \cdot, i_{0}\right)$ is Lipschitz uniformly in $\left(\omega, i_{0}\right)$. That is, for any $i_{0} \in \mathcal{M}$, and $x_{1}, x_{2} \in \mathbb{R}^{d}$, there exist a (deterministic) constant $c$ such that

$$
\left|h_{0}\left(x_{1}, i_{0}\right)-h_{0}\left(x_{2}, i_{0}\right)\right| \leqslant c\left|x_{1}-x_{2}\right|, \quad \mathbb{P} \text {-a.s. }
$$

For $t \in[0, T], i_{0} \in \mathcal{M}$, and $\theta_{1}=\left(x_{1}, y_{1}, z_{1}\right), \theta_{2}=\left(x_{2}, y_{2}, z_{2}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d}$, denote

$$
\begin{align*}
\Psi_{0}\left(t, \theta_{1}, \theta_{2}, i_{0}\right)= & \left\langle f_{0}\left(t, \theta_{1}, i_{0}\right)-f_{0}\left(t, \theta_{2}, i_{0}\right), y_{1}-y_{2}\right\rangle+\left\langle g_{0}\left(t, \theta_{1}, i_{0}\right)-g_{0}\left(t, \theta_{2}, i_{0}\right), x_{1}-x_{2}\right\rangle \\
& +\left[\sigma_{0}\left(t, \theta_{1}, i_{0}\right)-\sigma_{0}\left(t, \theta_{2}, i_{0}\right), z_{1}-z_{2}\right] \tag{3.2.2}
\end{align*}
$$

Recall that $\langle x, y\rangle$ is the dot product of $x$ and $y$ and $[A, B]=\sum_{i=1}^{d}\left\langle A_{i}, B_{i}\right\rangle$, where $A_{i}$ and $B_{i}$, $i=1,2, \ldots, d$, are the $i$-th column of $d \times d$ matrices $A$ and $B$. To obtain the existence and uniqueness of solution of the forward backward system (3.2.1), we first make the following assumption.

## Assumption ( $\mathbf{H}_{0}$ ).

$\left(\mathrm{H}_{0} 1\right)$ There exists a positive constant $K_{h}$ such that for any $x_{1}, x_{2} \in \mathbb{R}^{d}$ and $i_{0} \in \mathcal{M}$,

$$
\left\langle h_{0}\left(x_{1}, i_{0}\right)-h_{0}\left(x_{2}, i_{0}\right), x_{1}-x_{2}\right\rangle \geqslant K_{h}\left|x_{1}-x_{2}\right|^{2}, \quad \mathbb{P} \text {-a.s. }
$$

$\left(\mathrm{H}_{0} 2\right)$ There exists a positive constant $K_{\Psi}$ such that for any $t \in[0, T], \theta_{1}=\left(x_{1}, y_{1}, z_{1}\right), \theta_{2}=$ $\left(x_{2}, y_{2}, z_{2}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d}$, and $i_{0} \in \mathcal{M}$,

$$
\Psi_{0}\left(t, \theta_{1}, \theta_{2}, i_{0}\right) \leqslant-K_{\Psi}\left(\left|x_{1}-x_{2}\right|^{2}+\left|y_{1}-y_{2}\right|^{2}+\left\|z_{1}-z_{2}\right\|^{2}\right), \quad \mathbb{P} \text {-a.s. }
$$

We are now in a position to state the following theorem.
Theorem 3.2. Under assumptions $\left(\mathbf{C}_{0}\right)$ and $\left(\mathbf{H}_{0}\right)$, there exists a unique quadruple of processes ( $X, Y, Z, \Lambda$ ) which solves the system of FBSDEs with Markovian switching (3.2.1).

In order to prove Theorem 3.2, we present some preliminary results on FBSDEs with Markov switching. First, we consider linear FBSDEs in the following lemma.

Lemma 3.3. Suppose that $\left(\bar{f}_{0}(\cdot), \bar{\sigma}_{0}(\cdot), \bar{g}_{0}(\cdot)\right) \in \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ and $\bar{h}_{0} \in \mathcal{L}^{2}\left(\mathbb{R}^{d}\right)$, then the following linear FBSDE

$$
\left\{\begin{array}{l}
X_{t}=x+\int_{0}^{t}\left(-Y_{s}+\bar{f}_{0}(s)\right) d s+\int_{0}^{t}\left(-Z_{s}+\bar{\sigma}_{0}(s)\right) d W_{s}  \tag{3.2.3}\\
Y_{t}=\left(X_{T}+\bar{h}_{0}\right)-\int_{t}^{T}\left(-X_{s}+\bar{g}_{0}(s)\right) d s-\int_{t}^{T} Z_{s} d W_{s}-\int_{t}^{T} \Lambda_{s} \bullet d M_{s}
\end{array}\right.
$$

has a unique adapted solution ( $X, Y, Z, \Lambda$ ).

Proof. We consider the following BSDE:

$$
\bar{Y}_{t}=\bar{h}_{0}-\int_{t}^{T}\left(\bar{Y}_{s}+\bar{g}_{0}(s)-\bar{f}_{0}(s)\right) d s-\int_{t}^{T}\left(2 \bar{Z}_{s}-\bar{\sigma}_{0}(s)\right) d W_{s}-\int_{t}^{T} \bar{\Lambda}_{s} \bullet d M_{s} .
$$

According to [8, Theorem 3.4], the above equation has a unique adapted solution $(\bar{Y}, \bar{Z}, \bar{\Lambda})$. Then we solve the following forward equation:

$$
X_{t}=x+\int_{0}^{t}\left(-X_{s}-\bar{Y}_{s}+\bar{f}_{0}(s)\right) d s+\int_{0}^{t}\left(-\bar{Z}_{s}+\bar{\sigma}_{0}(s)\right) d W_{s}
$$

and set $Y=X+\bar{Y}, Z=\bar{Z}$, and $\Lambda=\bar{\Lambda}$. It is easily seen that $(X, Y, Z, \Lambda)$ is a solution of equation (3.2.3). Hence, the existence is proved. Finally, the proof of uniqueness is similar to that of Theorem 3.2.

Next, for $\gamma \in \mathbb{R}$ define

$$
\begin{align*}
f_{0}^{\gamma}\left(t, x, y, z, i_{0}\right) & =\gamma f_{0}\left(t, x, y, z, i_{0}\right)+(1-\gamma)(-y), \\
\sigma_{0}^{\gamma}\left(t, x, y, z, i_{0}\right) & =\gamma \sigma_{0}\left(t, x, y, z, i_{0}\right)+(1-\gamma)(-z),  \tag{3.2.4}\\
g_{0}^{\gamma}\left(t, x, y, z, i_{0}\right) & =\gamma g_{0}\left(t, x, y, z, i_{0}\right)+(1-\gamma)(-x), \\
h_{0}^{\gamma}\left(x, i_{0}\right) & =\gamma h_{0}\left(x, i_{0}\right)+(1-\gamma) x,
\end{align*}
$$

and consider the following system of equations

$$
\left\{\begin{array}{l}
X_{t}=x+\int_{0}^{t}\left(f_{0}^{\gamma}\left(s, \Theta_{s}, \alpha_{s}\right)+\bar{f}_{0}(s)\right) d s+\int_{0}^{t}\left(\sigma_{0}^{\gamma}\left(s, \Theta_{s}, \alpha_{s}\right)+\bar{\sigma}_{0}(s)\right) d W_{s}  \tag{3.2.5}\\
Y_{t}=\left(h_{0}^{\gamma}\left(X_{T}, \alpha_{T}\right)+\bar{h}_{0}\right)-\int_{t}^{T}\left(g_{0}^{\gamma}\left(s, \Theta_{s}, \alpha_{s}\right)+\bar{g}_{0}(s)\right) d s-\int_{t}^{T} Z_{s} d W_{s}-\int_{t}^{T} \Lambda_{s} \bullet d M_{s}
\end{array}\right.
$$

where $\Theta=(X, Y, Z)$. To proceed, we present the following lemma.
Lemma 3.4. Assume that Assumptions $\left(\mathbf{C}_{0}\right)$ and $\left(\mathbf{H}_{0}\right)$ are in force. In addition, assume that for a given $\gamma_{0} \in[0,1)$ and for any $\left(\bar{f}_{0}(\cdot), \bar{\sigma}_{0}(\cdot), \bar{g}_{0}(\cdot), \bar{h}_{0}\right) \in \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times$ $\mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(\mathbb{R}^{d}\right)$, the system 3.2.5 has an adapted solution. Then there exists a constant $\delta_{0} \in(0,1)$ depending only on $C_{\theta}, c, K_{h}, K_{\Psi}$ and $T$, such that for any $\gamma \in\left[\gamma_{0}, \gamma_{0}+\delta_{0}\right]$
and for any $\left(\bar{f}_{0}(\cdot), \bar{\sigma}_{0}(\cdot), \bar{g}_{0}(\cdot), \bar{h}_{0}\right) \in \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(\mathbb{R}^{d}\right)$, system (3.2.5) has a solution $(X, Y, Z, \Lambda) \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times$ $\mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$.

Proof. In view of (3.2.4),

$$
\begin{aligned}
f_{0}^{\gamma_{0}+\delta}\left(t, x, y, z, i_{0}\right) & =f_{0}^{\gamma_{0}}\left(t, x, y, z, i_{0}\right)+\delta\left(y+f_{0}\left(t, x, y, z, i_{0}\right)\right), \\
\sigma_{0}^{\gamma_{0}+\delta}\left(t, x, y, z, i_{0}\right) & =\sigma_{0}^{\gamma_{0}}\left(t, x, y, z, i_{0}\right)+\delta\left(z+\sigma_{0}\left(t, x, y, z, i_{0}\right)\right), \\
g_{0}^{\gamma_{0}+\delta}\left(t, x, y, z, i_{0}\right) & =g_{0}^{\gamma_{0}}\left(t, x, y, z, i_{0}\right)+\delta\left(x+g_{0}\left(t, x, y, z, i_{0}\right)\right), \\
h_{0}^{\gamma_{0}+\delta}\left(x, i_{0}\right) & =h_{0}^{\gamma_{0}}\left(x, i_{0}\right)+\delta\left(-x+h_{0}\left(x, i_{0}\right)\right) .
\end{aligned}
$$

Put $\left(X^{0}, Y^{0}, Z^{0}, \Lambda^{0}\right)=(0,0,0,0)$ and $\Theta^{n}=\left(X^{n}, Y^{n}, Z^{n}\right)$ for $n=0,1,2, \ldots$ According to the assumption, the following recursive systems always have unique solutions.

$$
\left\{\begin{align*}
X_{t}^{n+1}=x & +\int_{0}^{t}\left[f_{0}^{\gamma_{0}}\left(s, \Theta_{s}^{n+1}, \alpha_{s}\right)+\delta\left(Y_{s}^{n}+f_{0}\left(s, \Theta_{s}^{n}, \alpha_{s}\right)\right)+\bar{f}_{0}(s)\right] d s \\
& +\int_{0}^{t}\left[\sigma_{0}^{\gamma_{0}}\left(s, \Theta_{s}^{n+1}, \alpha_{s}\right)+\delta\left(Z_{s}^{n}+\sigma_{0}\left(s, \Theta_{s}^{n}, \alpha\right)\right)+\bar{\sigma}_{0}(s)\right] d W_{s}  \tag{3.2.6}\\
Y_{t}^{n+1}= & {\left[h_{0}^{\gamma_{0}}\left(X_{T}^{n+1}, \alpha_{T}\right)+\delta\left(-X_{T}^{n}+h_{0}\left(X_{T}^{n}, \alpha_{T}\right)\right)+\bar{h}_{0}\right] } \\
& \quad-\int_{t}^{T}\left[g_{0}^{\gamma_{0}}\left(s, \Theta_{s}^{n+1}, \alpha_{s}\right)+\delta\left(X_{s}^{n}+g_{0}\left(s, \Theta_{s}^{n}, \alpha_{s}\right)\right)+\bar{g}_{0}(s)\right] d s \\
& \quad-\int_{t}^{T} Z_{s}^{n+1} d W_{s}-\int_{t}^{T} \Lambda_{s}^{n+1} \bullet d M_{s}
\end{align*}\right.
$$

Denote $\hat{\Theta}_{t}^{n+1}=\Theta_{t}^{n+1}-\Theta_{t}^{n}$. In addition, put

$$
\begin{gathered}
\hat{X}_{t}^{n+1}=X_{t}^{n+1}-X_{t}^{n}, \hat{Y}_{t}^{n+1}=Y_{t}^{n+1}-Y_{t}^{n}, \hat{Z}_{t}^{n+1}=Z_{t}^{n+1}-Z_{t}^{n}, \hat{\Lambda}_{t}^{n+1}=\Lambda_{t}^{n+1}-\Lambda_{t}^{n} . \\
\hat{h}_{0}^{n}(t):=h_{0}\left(X_{t}^{n}, \alpha_{t}\right)-h_{0}\left(X_{t}^{n-1}, \alpha_{t}\right), \quad \hat{h}_{0}^{n, \gamma}(t):=h_{0}^{\gamma}\left(X_{t}^{n}, \alpha_{t}\right)-h_{0}^{\gamma}\left(X_{t}^{n-1}, \alpha_{t}\right),
\end{gathered}
$$

and, for $\varphi=f_{0}, g_{0}, \sigma_{0}$,

$$
\hat{\varphi}^{n+1}(t)=\varphi\left(t, \Theta_{t}^{n+1}, \alpha_{t}\right)-\varphi\left(t, \Theta_{t}^{n}, \alpha_{t}\right), \quad \hat{\varphi}^{n+1, \gamma}(t)=\varphi^{\gamma}\left(t, \Theta_{t}^{n+1}, \alpha_{t}\right)-\varphi^{\gamma}\left(t, \Theta_{t}^{n}, \alpha_{t}\right) .
$$

Applying Itô's formula to $\left\langle\hat{X}_{t}^{n+1}, \hat{Y}_{t}^{n+1}\right\rangle$ and taking the expectation we obtain

$$
\begin{aligned}
& \mathbb{E}\left\langle\hat{X}_{T}^{n+1}, \hat{h}_{0}^{n+1, \gamma_{0}}(T)\right\rangle=\delta \mathbb{E}\left\langle\hat{X}_{T}^{n+1}, \hat{X}_{T}^{n}-\hat{h}_{0}^{n}(T)\right\rangle \\
& +\mathbb{E} \int_{0}^{T}\left(\left\langle\hat{X}_{s}^{n+1}, \hat{g}_{0}^{n+1, \gamma_{0}}(s)\right\rangle+\left\langle\hat{Y}_{s}^{n+1}, \hat{f}_{0}^{n+1, \gamma_{0}}(s)\right\rangle+\left[\hat{Z}_{s}^{n+1}, \hat{\sigma}_{0}^{n+1, \gamma_{0}}(s)\right]\right) d s \\
& \quad+\delta \mathbb{E} \int_{0}^{T}\left(\left\langle\hat{X}_{s}^{n+1}, \hat{X}_{s}^{n}+\hat{g}_{0}^{n}(s)\right\rangle+\left\langle\hat{Y}_{s}^{n+1}, \hat{Y}_{s}^{n}+\hat{f}_{0}^{n}(s)\right\rangle+\left[\hat{Z}_{s}^{n+1}, \hat{Z}_{s}^{n}+\hat{\sigma}_{0}^{n}(s)\right]\right) d s .
\end{aligned}
$$

From Assumptions $\left(\mathbf{C}_{0}\right)$ and $\left(\mathbf{H}_{0}\right)$, it follows that

$$
\mathbb{E}\left(\left|\hat{X}_{T}^{n+1}\right|^{2}+\int_{0}^{T}\left\|\hat{\Theta}_{s}^{n+1}\right\|^{2} d s\right) \leqslant \frac{\delta(1+C)}{K} \mathbb{E}\left(\left|\hat{X}_{T}^{n+1}\left\|\hat{X}_{T}^{n} \mid+\int_{0}^{T}\right\| \hat{\Theta}_{s}^{n+1}\| \| \hat{\Theta}_{s}^{n} \| d s\right)\right.
$$

where $K=\min \left(1, K_{h}, K_{\Psi}\right)$ and $C=\max \left(c, C_{\theta}\right)$. Young's inequality implies

$$
\mathbb{E}\left(\left|\hat{X}_{T}^{n+1}\right|^{2}+\int_{0}^{T}\left\|\hat{\Theta}_{s}^{n+1}\right\|^{2} d s\right) \leqslant\left(\frac{\delta(1+C)}{K}\right)^{2} \mathbb{E}\left(\left|\hat{X}_{T}^{n}\right|^{2}+\int_{0}^{T}\left\|\hat{\Theta}_{s}^{n}\right\|^{2} d s\right)
$$

Recall that $\forall n \geqslant 1$,

$$
\hat{X}_{T}^{n}=\int_{0}^{T}\left[\hat{f}_{0}^{n, \gamma_{0}}(s)+\delta\left(\hat{Y}_{s}^{n-1}+\hat{f}_{0}^{n-1}(s)\right)\right] d s+\int_{0}^{T}\left[\hat{\sigma}_{0}^{n, \gamma_{0}}(s)+\delta\left(\hat{Z}_{s}^{n-1}+\hat{\sigma}_{0}^{n-1}(s)\right)\right] d W_{s} .
$$

We can derive that there exists a constant $c_{1}>0$ that depends only on $C$ and $T$ such that

$$
\mathbb{E}\left|\hat{X}_{T}^{n}\right|^{2} \leqslant c_{1} \mathbb{E}\left(\int_{0}^{T}\left\|\hat{\Theta}_{s}^{n}\right\|^{2} d s+\int_{0}^{T}\left\|\hat{\Theta}_{s}^{n-1}\right\|^{2} d s\right), \quad \forall n \geqslant 1 .
$$

Hence, there exists a constant $c_{2}>0$ that depends only on $C, K$, and $T$ such that

$$
\mathbb{E} \int_{0}^{T}\left\|\hat{\Theta}_{s}^{n+1}\right\|^{2} d s \leqslant c_{2} \delta^{2} \mathbb{E}\left(\int_{0}^{T}\left\|\hat{\Theta}_{s}^{n}\right\|^{2} d s+\int_{0}^{T}\left\|\hat{\Theta}_{s}^{n-1}\right\|^{2} d s\right), \quad \forall n \geqslant 1
$$

So, there exists a $\delta_{0} \in(0,1)$ that depends only on $C, K$, and $T$ such that when $0<\delta \leqslant \delta_{0}$,

$$
\mathbb{E} \int_{0}^{T}\left\|\hat{\Theta}_{s}^{n+1}\right\|^{2} d s \leqslant \frac{1}{4} \mathbb{E} \int_{0}^{T}\left\|\hat{\Theta}_{s}^{n}\right\|^{2} d s+\frac{1}{8} \mathbb{E} \int_{0}^{T}\left\|\hat{\Theta}_{s}^{n-1}\right\|^{2} d s, \quad \forall n \geqslant 1
$$

In view of [25, Lemma 4.1], there exists a constant $\hat{c}>0$ such that

$$
\mathbb{E} \int_{0}^{T}\left\|\hat{\Theta}_{s}^{n}\right\|^{2} d s \leqslant \hat{c}\left(\frac{1}{2}\right)^{n}, \quad \forall n \geqslant 0
$$

This implies that $\left(X_{T}^{n}\right)_{n \geqslant 0}$ is a Cauchy sequence in $\mathcal{L}^{2}\left(\mathbb{R}^{d}\right)$ and $\left(X^{n}\right)_{n \geqslant 0},\left(Y^{n}\right)_{n \geqslant 0}$ and $\left(Z^{n}\right)_{n \geqslant 0}$ are Cauchy sequences in $\mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right), \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right), \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right)$, respectively. Moreover, similar to 4.2.13) in the proof of Theorem 4.1, we have that $\left(\Lambda^{n}\right)_{n \geqslant 0}$ is a Cauchy sequence in $\mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$. We denote their limits by $(X, Y, Z, \Lambda)$, respectively. Passing to the limit in equations (3.2.6), when $0<\delta \leqslant \delta_{0},(X, Y, Z, \Lambda)$ solves equations 3.2.5 for $\gamma=\gamma_{0}+\delta$. By standard estimates we can show that $X, Y \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right)$.

Now we are ready to prove Theorem 3.2.

## Proof of Theorem 3.2.

First, we prove the uniqueness of the solution. Suppose that $(X, Y, Z, \Lambda)$ and $\left(X^{\prime}, Y^{\prime}, Z^{\prime}, \Lambda^{\prime}\right)$ are two solutions of (3.2.1). Taking Itô's formula and the expectations we get

$$
\begin{aligned}
& \mathbb{E}\left\langle X_{T}^{\prime}-X_{T}, h_{0}\left(X_{T}^{\prime}, \alpha_{T}\right)-h_{0}\left(X_{T}, \alpha_{T}\right)\right\rangle \\
& \begin{aligned}
&=\mathbb{E} \int_{0}^{T}\left(\left\langle X_{s}^{\prime}-X_{s}, g_{0}\left(s, X_{s}^{\prime}, Y_{s}^{\prime}, Z_{s}^{\prime}, \alpha_{s}\right)-g_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle\right. \\
&+\left\langle Y_{s}^{\prime}-Y_{s}, f_{0}\left(s, X_{s}^{\prime}, Y_{s}^{\prime}, Z_{s}^{\prime}, \alpha_{s}\right)-f_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle \\
&\left.\quad+\left[Z_{s}^{\prime}-Z_{s}, \sigma_{0}\left(s, X_{s}^{\prime}, Y_{s}^{\prime}, Z_{s}^{\prime}, \alpha_{s}\right)-\sigma_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right]\right) d s
\end{aligned}
\end{aligned}
$$

By virtue of Assumption ( $\mathbf{H}_{0}$ ), we obtain

$$
K_{h} \mathbb{E}\left[\left|X_{T}^{\prime}-X_{T}\right|^{2}\right]+K_{\Psi} \mathbb{E} \int_{0}^{T}\left(\left|X_{s}^{\prime}-X_{s}\right|^{2}+\left|Y_{s}^{\prime}-Y_{s}\right|^{2}+\left\|Z_{s}^{\prime}-Z_{s}\right\|^{2}\right) d s \leqslant 0
$$

which implies $X_{T}^{\prime}=X_{T}, X^{\prime}=X, Y^{\prime}=Y$, and $Z^{\prime}=Z$. Moreover, according to Lemma 3.1, assumption $\left(\mathrm{C}_{0} 2\right)$, and the fact that $X_{T}^{\prime}=X_{T}$, we get

$$
\mathbb{E} \int_{0}^{T}\left|\Lambda_{s}^{\prime}-\Lambda_{s}\right|^{2} \bullet d[M]_{s} \leqslant C \mathbb{E}\left|h_{0}\left(X_{T}^{\prime}, \alpha_{T}\right)-h_{0}\left(X_{T}, \alpha_{T}\right)\right|^{2} \leqslant C \mathbb{E}\left|X_{T}^{\prime}-X_{T}\right|^{2}=0
$$

This yields $\Lambda^{\prime}=\Lambda$ in $\mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$.
Next, we prove the existence of solution. From Lemma 3.3, when $\gamma=0$, for any $\left(\bar{f}_{0}(\cdot), \bar{\sigma}_{0}(\cdot), \bar{g}_{0}(\cdot)\right) \in \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ and $\bar{h}_{0} \in \mathcal{L}^{2}\left(\mathbb{R}^{d}\right)$ the forward backward system (3.2.5 has an adapted solution. According to Lemma 3.4, for any
$\left(\bar{f}_{0}(\cdot), \bar{\sigma}_{0}(\cdot), \bar{g}_{0}(\cdot)\right) \in \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ and $\bar{h}_{0} \in \mathcal{L}^{2}\left(\mathbb{R}^{d}\right)$, we can solve the system (3.2.5) successively for the case $\gamma \in\left[0, \delta_{0}\right],\left[\delta_{0}, 2 \delta_{0}\right], \ldots$ It turns out that, when $\gamma=1$, for any $\left(\bar{f}_{0}(\cdot), \bar{\sigma}_{0}(\cdot), \bar{g}_{0}(\cdot)\right) \in \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ and $\bar{h}_{0} \in \mathcal{L}^{2}\left(\mathbb{R}^{d}\right)$, the adapted solution of 3.2 .5 exists, then we deduce immediately that the adapted solution of (3.2.1) exists.

In what follows, we study how to weaken assumption $\left(\mathbf{H}_{0}\right)$ to get a solution of the FBSDE with Markovian switching (3.2.1). In fact, we can establish the existence and uniqueness of a solution to equation (3.2.1) if one of the following assumptions $\left(\mathbf{I}_{0}\right)$ and $\left(\mathbf{J}_{0}\right)$ below is satisfied.

## Assumption $\mathrm{I}_{0}$.

$\left(\mathrm{I}_{0} 1\right)$ There exists a positive constant $K_{h}$ such that for any $x_{1}, x_{2} \in \mathbb{R}^{d}$ and $i_{0} \in \mathcal{M}$,

$$
\left\langle h_{0}\left(x_{1}, i_{0}\right)-h_{0}\left(x_{2}, i_{0}\right), x_{1}-x_{2}\right\rangle \geqslant K_{h}\left|x_{1}-x_{2}\right|^{2}, \quad \mathbb{P} \text {-a.s. }
$$

$\left(\mathrm{I}_{0} 2\right)$ There exists a positive constant $K_{\Psi}$ such that for any $t \in[0, T], \theta_{1}=\left(x_{1}, y_{1}, z_{1}\right), \theta_{2}=$ $\left(x_{2}, y_{2}, z_{2}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d}$ and $i_{0} \in \mathcal{M}$,

$$
\Psi_{0}\left(t, \theta_{1}, \theta_{2}, i_{0}\right) \leqslant-K_{\Psi}\left|x_{1}-x_{2}\right|^{2}, \quad \mathbb{P} \text {-a.s. }
$$

## Assumption $\mathbf{J}_{0}$.

$\left(\mathrm{J}_{0} 1\right)$ For any $x_{1}, x_{2} \in \mathbb{R}^{d}$ and $i_{0} \in \mathcal{M}$, we have

$$
\left\langle h_{0}\left(x_{1}, i_{0}\right)-h_{0}\left(x_{2}, i_{0}\right), x_{1}-x_{2}\right\rangle \geqslant 0, \quad \mathbb{P} \text {-a.s. }
$$

$\left(\mathrm{J}_{0} 2\right)$ There exists a positive constant $K_{\Psi}$ such that for any $t \in[0, T], \theta_{1}=\left(x_{1}, y_{1}, z_{1}\right), \theta_{2}=$ $\left(x_{2}, y_{2}, z_{2}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d}$ and $i_{0} \in \mathcal{M}$, we have

$$
\Psi_{0}\left(t, \theta_{1}, \theta_{2}, i_{0}\right) \leqslant-K_{\Psi}\left(\left|y_{1}-y_{2}\right|^{2}+\left\|z_{1}-z_{2}\right\|^{2}\right), \quad \mathbb{P} \text {-a.s. }
$$

It is easily seen that both assumptions $\left(\mathrm{I}_{0} 2\right)$ and $\left(\mathrm{J}_{0} 2\right)$ are weaker than assumption $\left(\mathrm{H}_{0} 2\right)$. Hence, the following result is an improvement of Theorem 3.2.

Theorem 3.5. Let Assumption $\left(\mathbf{C}_{0}\right)$ and either Assumption $\left(\mathbf{I}_{0}\right)$ or Assumption $\left(\mathbf{J}_{0}\right)$ hold. Then there exists a unique process $(X, Y, Z, \Lambda) \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times$ $\mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ which is the solution of the FBSDEs with Markovian switching (3.2.1).

The proof of Theorem 3.5 is divided into two parts. First, Theorem 3.5 is proved under Assumptions $\left(\mathbf{C}_{0}\right)$ and $\left(\mathbf{I}_{0}\right)$. Then, it is proved under Assumptions $\left(\mathbf{C}_{0}\right)$ and $\left(\mathbf{J}_{0}\right)$.

Proof of Theorem 3.5 under Assumptions $\left(\mathrm{C}_{0}\right)$ and $\left(\mathrm{I}_{0}\right)$.
(1) Existence of a solution: Let $\delta>0$ and consider the sequence $\left(X^{n}, Y^{n}, Z^{n}, \Lambda^{n}\right)_{n \geqslant 0}$ of processes defined recursively as follows: $\left(X^{0}, Y^{0}, Z^{0}, \Lambda^{0}\right)=(0,0,0,0)$ and
$\left(X^{n+1}, Y^{n+1}, Z^{n+1}, \Lambda^{n+1}\right) \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ satisfies

$$
\left\{\begin{align*}
X_{t}^{n+1}=\xi+ & \int_{0}^{t}\left(f_{0}\left(s, X_{s}^{n+1}, Y_{s}^{n+1}, Z_{s}^{n+1}, \alpha_{s}\right)-\delta Y_{s}^{n+1}+\delta Y_{s}^{n}\right) d s  \tag{3.2.7}\\
& +\int_{0}^{t}\left(\sigma_{0}\left(s, X_{s}^{n+1}, Y_{s}^{n+1}, Z_{s}^{n+1}, \alpha_{s}\right)-\delta Z_{s}^{n+1}+\delta Z_{s}^{n}\right) d W_{s} \\
Y_{t}^{n+1}= & h_{0}\left(X_{T}^{n+1}, \alpha_{T}\right)-\int_{t}^{T} g_{0}\left(s, X_{s}^{n+1}, Y_{s}^{n+1}, Z_{s}^{n+1}, \alpha_{s}\right) d s \\
& -\int_{t}^{T} Z_{s}^{n+1} d W_{s}-\int_{t}^{T} \Lambda_{s}^{n+1} \bullet d M_{s}
\end{align*}\right.
$$

In view of Theorem 3.2, these recursive FBSDEs have unique solutions. For $n \geqslant 0$ and $t \in[0, T]$, denote

$$
\begin{gathered}
\hat{X}_{t}^{n+1}:=X_{t}^{n+1}-X_{t}^{n}, \hat{Y}_{t}^{n+1}:=Y_{t}^{n+1}-Y_{t}^{n}, \hat{Z}_{t}^{n+1}:=Z_{t}^{n+1}-Z_{t}^{n}, \hat{\Lambda}_{t}^{n+1}:=\Lambda_{t}^{n+1}-\Lambda_{t}^{n}, \\
\hat{h}_{0}^{n}(t):=h_{0}\left(X_{t}^{n}, \alpha_{t}\right)-h_{0}\left(X_{t}^{n-1}, \alpha_{t}\right) .
\end{gathered}
$$

In addition, put $\Theta_{s}^{n+1}=\left(X_{s}^{n+1}, Y_{s}^{n+1}, Z_{s}^{n+1}\right), \hat{\Theta}_{s}^{n+1}=\left(\hat{X}_{s}^{n+1}, \hat{Y}_{s}^{n+1}, \hat{Z}_{s}^{n+1}\right)$, and for $\varphi=$ $f_{0}, g_{0}, \sigma_{0}$,

$$
\hat{\varphi}^{n+1}(t):=\varphi\left(t, \Theta_{t}^{n+1}, \alpha_{t}\right)-\varphi\left(t, \Theta_{t}^{n}, \alpha_{t}\right) .
$$

By taking the expectations after using Itô's formula for $\left\langle\hat{X}_{t}^{n+1}, \hat{Y}_{t}^{n+1}\right\rangle$, it is clear that

$$
\begin{aligned}
& \mathbb{E}\left\langle\hat{X}_{T}^{n+1}, \hat{h}_{0}^{n+1}(T)\right\rangle+\delta \mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n+1}\right|^{2}+\left\|\hat{Z}_{s}^{n+1}\right\|^{2}\right) d s \\
& =\delta \mathbb{E} \int_{0}^{T}\left(\left\langle\hat{Y}_{s}^{n+1}, \hat{Y}_{s}^{n}\right\rangle+\left[\hat{Z}_{s}^{n+1}, \hat{Z}_{s}^{n}\right]\right) d s \\
& \\
& \quad+\mathbb{E} \int_{0}^{T}\left(\left\langle\hat{Y}_{s}^{n+1}, \hat{f}_{0}^{n+1}(s)\right\rangle+\left\langle\hat{X}_{s}^{n+1}, \hat{g}_{0}^{n+1}(s)\right\rangle+\left[\hat{Z}_{s}^{n+1}, \hat{\sigma}_{0}^{n+1}(s)\right]\right) d s
\end{aligned}
$$

According to Assumption ( $\mathbf{I}_{0}$ ) and Young's inequality, we obtain

$$
\begin{equation*}
K_{h} \mathbb{E}\left|\hat{X}_{T}^{n+1}\right|^{2}+K_{\Psi} \mathbb{E} \int_{0}^{T}\left|\hat{X}_{s}^{n+1}\right|^{2} d s+\frac{\delta}{2} \mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n+1}\right|^{2}+\left\|\hat{Z}_{s}^{n+1}\right\|^{2}\right) d s \leqslant \frac{\delta}{2} \mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n}\right|^{2}+\left\|\hat{Z}_{s}^{n}\right\|^{2}\right) d s \tag{3.2.8}
\end{equation*}
$$

Again, using Itô's formula for $\left|\hat{Y}^{n}\right|^{2}$ and then taking the expectation yield

$$
\mathbb{E}\left|\hat{Y}_{t}^{n}\right|^{2}+\mathbb{E} \int_{t}^{T}\left\|\hat{Z}_{s}^{n}\right\|^{2} d s+\mathbb{E} \int_{t}^{T}\left|\hat{\Lambda}_{s}^{n}\right|^{2} \bullet d[M]_{s}=\mathbb{E}\left|\hat{h}_{0}^{n}(T)\right|^{2}-2 \mathbb{E} \int_{t}^{T}\left\langle\hat{Y}_{s}^{n}, \hat{g}_{0}^{n}(s)\right\rangle d s
$$

In view of Assumption $\left(\mathrm{C}_{0} 1\right)$ and Young's inequality, for $t \leqslant T$, we have

$$
\begin{aligned}
& \mathbb{E}\left|\hat{Y}_{t}^{n}\right|^{2}+\frac{1}{2} \mathbb{E} \int_{t}^{T}\left\|\hat{Z}_{s}^{n}\right\|^{2} d s+\mathbb{E} \int_{t}^{T}\left|\hat{\Lambda}_{s}^{n}\right|^{2} \bullet d[M]_{s} \\
& \quad \leqslant \mathbb{E}\left|\hat{h}_{0}^{n}(T)\right|^{2}+C \mathbb{E} \int_{0}^{T}\left|\hat{X}_{s}^{n}\right|^{2} d s+C \mathbb{E} \int_{t}^{T}\left|\hat{Y}_{s}^{n}\right|^{2} d s
\end{aligned}
$$

Then, applying Gronwall's inequality and using $\left(\mathrm{C}_{0} 2\right)$, we arrive at

$$
\mathbb{E}\left|\hat{Y}_{t}^{n}\right|^{2} \leqslant C \mathbb{E}\left(\left|\hat{h}_{0}^{n}(T)\right|^{2}+\int_{0}^{T}\left|\hat{X}_{s}^{n}\right|^{2} d s\right) \leqslant C \mathbb{E}\left(\left|\hat{X}_{T}^{n}\right|^{2}+\int_{0}^{T}\left|\hat{X}_{s}^{n}\right|^{2} d s\right)
$$

Similarly to (3.1.3)-(3.1.4), we obtain

$$
\begin{equation*}
\mathbb{E}\left(\int_{0}^{T}\left|\hat{Y}_{s}^{n}\right|^{2} d s+\int_{0}^{T}\left\|\hat{Z}_{s}^{n}\right\|^{2} d s+\int_{0}^{T}\left|\hat{\Lambda}_{s}^{n}\right|^{2} \bullet d[M]_{s}\right) \leqslant C \mathbb{E}\left(\left|\hat{X}_{T}^{n}\right|^{2}+\int_{0}^{T}\left|\hat{X}_{s}^{n}\right|^{2} d s\right) . \tag{3.2.9}
\end{equation*}
$$

Combining (3.2.9) and (3.2.8) lead to

$$
\mathbb{E}\left(\left|\hat{X}_{T}^{n+1}\right|^{2}+\int_{0}^{T}\left|\hat{X}_{s}^{n+1}\right|^{2} d s\right) \leqslant \frac{\delta C}{2 \min \left(K_{h}, K_{\Psi}\right)} \mathbb{E}\left(\left|\hat{X}_{T}^{n}\right|^{2}+\int_{0}^{T}\left|\hat{X}_{s}^{n}\right|^{2} d s\right)
$$

If we take $\delta=\frac{\min \left(K_{h}, K_{\Psi}\right)}{C}$, then for any $n \geqslant 1$,

$$
\mathbb{E}\left(\left|\hat{X}_{T}^{n+1}\right|^{2}+\int_{0}^{T}\left|\hat{X}_{s}^{n+1}\right|^{2} d s\right) \leqslant \frac{1}{2^{n}} \mathbb{E}\left(\left|\hat{X}_{T}^{1}\right|^{2}+\int_{0}^{T}\left|\hat{X}_{s}^{1}\right|^{2} d s\right)
$$

and from (3.2.9), we also get

$$
\mathbb{E}\left(\int_{0}^{T}\left|\hat{Y}_{s}^{n}\right|^{2} d s+\int_{0}^{T}\left\|\hat{Z}_{s}^{n}\right\|^{2} d s+\int_{0}^{T}\left|\hat{\Lambda}_{s}^{n}\right|^{2} \bullet d[M]_{s}\right) \leqslant \frac{C}{2^{n-1}} \mathbb{E}\left(\left|\hat{X}_{T}^{1}\right|^{2}+\int_{0}^{T}\left|\hat{X}_{s}^{1}\right|^{2} d s\right) .
$$

It follows that $\left(X_{T}^{n}\right)_{n \geqslant 0}$ is a Cauchy sequence in $\mathcal{L}^{2}\left(\mathbb{R}^{d}\right),\left(X^{n}\right)_{n \geqslant 0},\left(Y^{n}\right)_{n \geqslant 0}$ and $\left(Z^{n}\right)_{n \geqslant 0}$ are Cauchy sequences in $\mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right), \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right)$, and $\mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right)$, respectively, and $\left(\Lambda^{n}\right)_{n \geqslant 0}$ is a Cauchy sequence in $\mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$. Let $X, Y, Z$ and $\Lambda$ respectively be the limits of $\left(X^{n}\right)_{n \geqslant 0},\left(Y^{n}\right)_{n \geqslant 0},\left(Z^{n}\right)_{n \geqslant 0}$ and $\left(\Lambda^{n}\right)_{n \geqslant 0}$ in the corresponding spaces. Then, passing the limit in equations (3.2.7) yields that $(X, Y, Z, \Lambda)$ is a solution of the FBSDEs with Markovian switching (3.2.1).
(2) Uniqueness of the solution: Let $(X, Y, Z, \Lambda)$ and $\left(X^{\prime}, Y^{\prime}, Z^{\prime}, \Lambda^{\prime}\right)$ be two solutions of equations (3.2.1). Taking the expectations together with using Itô's formula for $\left\langle X^{\prime}-X, Y^{\prime}-Y\right\rangle$ yields

$$
\begin{aligned}
& \mathbb{E}\left\langle X_{T}^{\prime}-X_{T}, h_{0}\left(X_{T}^{\prime}, \alpha_{T}\right)-h_{0}\left(X_{T}, \alpha_{T}\right)\right\rangle \\
& =\mathbb{E} \int_{0}^{T}\left\{\left\langle X_{s}^{\prime}-X_{s}, g_{0}\left(s, X_{s}^{\prime}, Y_{s}^{\prime}, Z_{s}^{\prime}, \alpha_{s}\right)-g_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle\right. \\
& \quad+\left\langle Y_{s}^{\prime}-Y_{s}, f_{0}\left(s, X_{s}^{\prime}, Y_{s}^{\prime}, Z_{s}^{\prime}, \alpha_{s}\right)-f_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle \\
& \\
& \left.\quad+\left[Z_{s}^{\prime}-Z_{s}, \sigma_{0}\left(s, X_{s}^{\prime}, Y_{s}^{\prime}, Z_{s}^{\prime}, \alpha_{s}\right)-\sigma_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right]\right\} d s
\end{aligned}
$$

It follows from both assumptions of $\left(\mathbf{I}_{0}\right)$ that

$$
K_{h} \mathbb{E}\left|X_{T}^{\prime}-X_{T}\right|^{2}+K_{\Psi} \mathbb{E} \int_{0}^{T}\left|X_{s}^{\prime}-X_{s}\right|^{2} d s \leqslant 0
$$

which implies $X_{T}^{\prime}=X_{T}$ and $X^{\prime}=X$. Now we take the expectations in Itô's formula for $\left|Y^{\prime}-Y\right|^{2}$,
$\mathbb{E}\left|Y_{t}^{\prime}-Y_{t}\right|^{2}+\mathbb{E} \int_{t}^{T}\left\|Z_{s}^{\prime}-Z_{s}\right\|^{2} d s+\mathbb{E} \int_{t}^{T}\left|\Lambda_{s}^{\prime}-\Lambda_{s}\right|^{2} \bullet d[M]_{s}$
$=\mathbb{E}\left|h_{0}\left(X_{T}^{\prime}, \alpha_{T}\right)-h_{0}\left(X_{T}, \alpha_{T}\right)\right|^{2}-2 \mathbb{E} \int_{t}^{T}\left\langle Y_{s}^{\prime}-Y_{s}, g_{0}\left(s, X_{s}^{\prime}, Y_{s}^{\prime}, Z_{s}^{\prime}, \alpha_{s}\right)-g_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle d s$.

Note that by both assumptions of $\left(\mathbf{C}_{0}\right)$, Young's inequality and $X_{T}^{\prime}=X_{T}$ and $X^{\prime}=X$ imply

$$
\begin{align*}
& \mathbb{E}\left|Y_{t}^{\prime}-Y_{t}\right|^{2}+\frac{1}{2} \mathbb{E} \int_{t}^{T}\left\|Z_{s}^{\prime}-Z_{s}\right\|^{2} d s+\mathbb{E} \int_{t}^{T}\left|\Lambda_{s}^{\prime}-\Lambda_{s}\right|^{2} \bullet d[M]_{s} \\
& \leqslant \mathbb{E}\left|h_{0}\left(X_{T}^{\prime}, \alpha_{T}\right)-h_{0}\left(X_{T}, \alpha_{T}\right)\right|^{2}+\mathbb{E} \int_{t}^{T}\left|X_{s}^{\prime}-X_{s}\right|^{2} d s+\mathbb{E} \int_{t}^{T}\left|Y_{s}^{\prime}-Y_{s}\right|^{2} d s  \tag{3.2.11}\\
& \leqslant c \mathbb{E}\left|X_{T}^{\prime}-X_{T}\right|^{2}+\mathbb{E} \int_{t}^{T}\left|X_{s}^{\prime}-X_{s}\right|^{2} d s+\mathbb{E} \int_{t}^{T}\left|Y_{s}^{\prime}-Y_{s}\right|^{2} d s=\mathbb{E} \int_{t}^{T}\left|Y_{s}^{\prime}-Y_{s}\right|^{2} d s .
\end{align*}
$$

By Gronwall's inequality, we get

$$
\mathbb{E}\left|Y_{t}^{\prime}-Y_{t}\right|^{2} \leqslant 0
$$

yielding $Y^{\prime}=Y$ and, by (3.2.11), $Z^{\prime}=Z$ in $\mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right)$ and $\Lambda^{\prime}=\Lambda$ in $\mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$.

Proof of Theorem 3.5 under Assumptions $\left(\mathrm{C}_{0}\right)$ and $\left(\mathrm{J}_{0}\right)$.
(1) Existence of a solution: Let $\delta>0$ and consider the sequence $\left(X^{n}, Y^{n}, Z^{n}, \Lambda^{n}\right)_{n \geqslant 0}$ of processes defined recursively as follows: $\left(X^{0}, Y^{0}, Z^{0}, \Lambda^{0}\right)=(0,0,0,0)$ and $\left(X^{n+1}, Y^{n+1}, Z^{n+1}, \Lambda^{n+1}\right) \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ satisfies

$$
\left\{\begin{align*}
X_{t}^{n+1}=\xi+ & \int_{0}^{t} f_{0}\left(s, X_{s}^{n+1}, Y_{s}^{n+1}, Z_{s}^{n+1}, \alpha_{s}\right) d s+\int_{0}^{t} \sigma_{0}\left(s, X_{s}^{n+1}, Y_{s}^{n+1}, Z_{s}^{n+1}, \alpha_{s}\right) d W_{s} \\
Y_{t}^{n+1}= & \left(h_{0}\left(X_{T}^{n+1}, \alpha_{T}\right)+\delta X_{T}^{n+1}-\delta X_{T}^{n}\right) \\
& \quad-\int_{t}^{T}\left(g_{0}\left(s, X_{s}^{n+1}, Y_{s}^{n+1}, Z_{s}^{n+1}, \alpha_{s}\right)-\delta X_{s}^{n+1}+\delta X_{s}^{n}\right) d s  \tag{3.2.12}\\
& \quad-\int_{t}^{T} Z_{s}^{n+1} d W_{s}-\int_{t}^{T} \Lambda_{s}^{n+1} \bullet d M_{s}, \quad 0 \leqslant t \leqslant T
\end{align*}\right.
$$

By Theorem 3.2, the recursive FBSDEs have unique solutions. Define for $n \geqslant 1, \hat{X}^{n}, \hat{Y}^{n}, \hat{Z}^{n}$, $\hat{\Lambda}^{n}, \hat{h}_{0}^{n}, \hat{f}_{0}^{n}, \hat{g}_{0}^{n}$, and $\hat{\sigma}_{0}^{n}$ as in the proof of Theorem 3.5. Now, for $n \geqslant 0$ and $t \leqslant T$, taking the expectations in Itô's formula, we have

$$
\begin{aligned}
& \mathbb{E}\left(\left\langle\hat{X}_{T}^{n+1}, \hat{h}_{0}^{n+1}(T)\right\rangle+\delta\left|\hat{X}_{T}^{n+1}\right|^{2}-\left\langle\delta \hat{X}_{T}^{n+1}, \hat{X}_{T}^{n}\right\rangle\right)+\delta \mathbb{E} \int_{0}^{T}\left|\hat{X}_{s}^{n+1}\right|^{2} d s \\
& -\mathbb{E} \int_{0}^{T}\left(\left\langle\hat{Y}_{s}^{n+1}, \hat{f}_{0}^{n+1}(s)\right\rangle+\left\langle\hat{X}_{s}^{n+1}, \hat{g}_{0}^{n+1}(s)\right\rangle+\left[\hat{Z}_{s}^{n+1}, \hat{\sigma}_{0}^{n+1}(s)\right]\right) d s=\delta \mathbb{E} \int_{0}^{T}\left\langle\hat{X}_{s}^{n+1}, \hat{X}_{s}^{n}\right\rangle d s .
\end{aligned}
$$

By both assumptions of $\left(\mathbf{J}_{0}\right)$ and Young's inequality, we arrive at

$$
\begin{equation*}
\frac{\delta}{2} \mathbb{E}\left|\hat{X}_{T}^{n+1}\right|^{2}+\frac{\delta}{2} \mathbb{E} \int_{0}^{T}\left|\hat{X}_{s}^{n+1}\right|^{2} d s+K_{\Psi} \mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n+1}\right|^{2}+\left\|\hat{Z}_{s}^{n+1}\right\|^{2}\right) d s \leqslant \frac{\delta}{2} \mathbb{E}\left(\left|\hat{X}_{T}^{n}\right|^{2}+\int_{0}^{T}\left|\hat{X}_{s}^{n}\right|^{2} d s\right) \tag{3.2.13}
\end{equation*}
$$

Now, we show that $\mathbb{E}\left[\sup _{s \leqslant T}\left|\hat{X}_{s}^{n}\right|^{2}\right] \leqslant C \mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n}\right|^{2}+\left\|\hat{Z}_{s}^{n}\right\|^{2}\right) d s$. Since $\hat{X}^{n}$ is a continuous semimartingale and $f_{0}$ and $\sigma_{0}$ are Lipschitz functions in $(x, y, z)$ uniformly in $(t, \omega)$ then for $t \leqslant T$,

$$
\begin{aligned}
\mathbb{E}\left[\sup _{s \leqslant t}\left|\hat{X}_{s}^{n}\right|^{2}\right] \leqslant C \mathbb{E} & {\left[\left(\int_{0}^{t}\left|\hat{f}_{0}^{n}(s)\right| d s\right)^{2}+\int_{0}^{t}\left\|\hat{\sigma}_{0}^{n}(s)\right\|^{2} d s\right] } \\
& \leqslant C \mathbb{E}\left[\int_{0}^{t}\left|\hat{f}_{0}^{n}(s)\right|^{2} d s+\int_{0}^{t}\left\|\hat{\sigma}_{0}^{n}(s)\right\|^{2} d s\right] \\
& \leqslant C \mathbb{E} \int_{0}^{t}\left(\left|\hat{X}_{s}^{n}\right|^{2}+\left|\hat{Y}_{s}^{n}\right|^{2}+\left\|\hat{Z}_{s}^{n}\right\|^{2}\right) d s .
\end{aligned}
$$

Thus, for all $t \leqslant T$,

$$
\mathbb{E}\left[\sup _{s \leqslant t}\left|\hat{X}_{s}^{n}\right|^{2}\right] \leqslant C\left\{\int_{0}^{t} \mathbb{E}\left[\sup _{u \leqslant s}\left|\hat{X}_{u}^{n}\right|^{2}\right] d s+\mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n}\right|^{2}+\left\|\hat{Z}_{s}^{n}\right\|^{2}\right) d s\right\}
$$

Using Gronwall's inequality, we obtain the desired inequality

$$
\begin{equation*}
\mathbb{E}\left[\sup _{s \leqslant T}\left|\hat{X}_{s}^{n}\right|^{2}\right] \leqslant C \mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n}\right|^{2}+\left\|\hat{Z}_{s}^{n}\right\|^{2}\right) d s \tag{3.2.14}
\end{equation*}
$$

Combining (3.2.14) and (3.2.13), it follows that

$$
K_{\Psi} \mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n+1}\right|^{2}+\left\|\hat{Z}_{s}^{n+1}\right\|^{2}\right) d s \leqslant \delta C \mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n}\right|^{2}+\left\|\hat{Z}_{s}^{n}\right\|^{2}\right) d s
$$

Taking $\delta$ small enough then the sequences $\left(Y^{n}\right)_{n \geqslant 0}$ and $\left(Z^{n}\right)_{n \geqslant 0}$ are Cauchy sequences in $\mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ and $\mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right)$, respectively. As in the proof of previous part, $\left(X_{T}^{n}\right)_{n \geqslant 0}$ is a Cauchy sequence in $\mathcal{L}^{2}\left(\mathbb{R}^{d}\right)$ and $\left(X^{n}\right)_{n \geqslant 0}$, is a Cauchy sequence in $\mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right)$; which implies $\left(\Lambda^{n}\right)_{n \geqslant 0}$ is a Cauchy sequence in $\mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$. Let $X, Y, Z$ and $\Lambda$ respectively be the limit of $\left(X^{n}\right)_{n \geqslant 0},\left(Y^{n}\right)_{n \geqslant 0},\left(Z^{n}\right)_{n \geqslant 0}$ and $\left(\Lambda^{n}\right)_{n \geqslant 0}$ in the corresponding space and then pass the limits in equations (3.2.12) we can show that $(X, Y, Z, \Lambda)$ is a solution of the system (3.2.1) of FBSDEs with Markovian switching.
(2) Uniqueness of the solution: Let $(X, Y, Z, \Lambda)$ and $\left(X^{\prime}, Y^{\prime}, Z^{\prime}, \Lambda^{\prime}\right)$ be two solutions of equations (3.2.1). Taking the expectations in Itô's formula for $\left\langle X^{\prime}-X, Y^{\prime}-Y\right\rangle$ we get

$$
\begin{aligned}
& \mathbb{E}\left\langle X_{T}^{\prime}-X_{T}, h_{0}\left(X_{T}^{\prime}, \alpha_{T}\right)-h_{0}\left(X_{T}, \alpha_{T}\right)\right\rangle \\
& =\mathbb{E} \int_{0}^{T}\left(\left\langle X_{s}^{\prime}-X_{s}, g_{0}\left(s, X_{s}^{\prime}, Y_{s}^{\prime}, Z_{s}^{\prime}, \alpha_{s}\right)-g_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle\right. \\
& \quad+\left\langle Y_{s}^{\prime}-Y_{s}, f_{0}\left(s, X_{s}^{\prime}, Y_{s}^{\prime}, Z_{s}^{\prime}, \alpha_{s}\right)-f_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle \\
& \left.\quad+\left[Z_{s}^{\prime}-Z_{s}, \sigma_{0}\left(s, X_{s}^{\prime}, Y_{s}^{\prime}, Z_{s}^{\prime}, \alpha_{s}\right)-\sigma_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right]\right) d s
\end{aligned}
$$

By both assumptions of $\left(\mathbf{J}_{0}\right)$, we obtain

$$
K_{\Psi} \mathbb{E} \int_{0}^{T}\left(\left|Y_{s}^{\prime}-Y_{s}\right|^{2}+\left\|Z_{s}^{\prime}-Z_{s}\right\|^{2}\right) d s \leqslant 0
$$

which implies $Y^{\prime}=Y$ and $Z^{\prime}=Z$.
Next, using Itô's formula for $\left|X^{\prime}-X\right|^{2}$ and then taking expectations lead to

$$
\begin{aligned}
\mathbb{E}\left|X_{t}^{\prime}-X_{t}\right|^{2}= & 2 \mathbb{E} \int_{0}^{t}\left\langle X_{s}^{\prime}-X_{s}, f_{0}\left(s, X_{s}^{\prime}, Y_{s}^{\prime}, Z_{s}^{\prime}, \alpha_{s}\right)-f_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle d s \\
& +\mathbb{E} \int_{0}^{t}\left\|\sigma_{0}\left(s, X_{s}^{\prime}, Y_{s}^{\prime}, Z_{s}^{\prime}, \alpha_{s}\right)-\sigma_{0}\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\|^{2} d s
\end{aligned}
$$

Since $f_{0}$ and $\sigma_{0}$ are Lipschitz functions in $(x, y, z), Y^{\prime}=Y$ and $Z^{\prime}=Z$ give

$$
\mathbb{E}\left|X_{t}^{\prime}-X_{t}\right|^{2} \leqslant 3 \mathbb{E} \int_{0}^{t}\left|X_{s}^{\prime}-X_{s}\right|^{2} d s
$$

Then, by Gronwall's inequality,

$$
\mathbb{E}\left|X_{t}^{\prime}-X_{t}\right|^{2} \leqslant 0,
$$

yielding $X^{\prime}=X$ and $X_{T}^{\prime}=X_{T}$. Moreover, taking the expectations in Itô's formula for $\left|Y^{\prime}-Y\right|^{2}$ we get 3.2 .10 . Since $X_{T}^{\prime}=X_{T}, Y^{\prime}=Y, Z^{\prime}=Z$, it follows from assumption $\left(\mathrm{C}_{0} 2\right)$ that

$$
\mathbb{E} \int_{t}^{T}\left|\Lambda_{s}^{\prime}-\Lambda_{s}\right|^{2} \bullet d[M]_{s}=\mathbb{E}\left|h_{0}\left(X_{T}^{\prime}, \alpha_{T}\right)-h_{0}\left(X_{T}, \alpha_{T}\right)\right|^{2} \leqslant c \mathbb{E}\left|X_{T}^{\prime}-X_{T}\right|^{2}=0
$$

Thus, $\Lambda^{\prime}=\Lambda$ in $\mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$.

# CHAPTER 4 Conditional McKean-Vlasov Forward Backward Stochastic Differential Equations with Regime Switching 

## 1 Conditional McKean-Vlasov FBSDEs with Regime Switching

Motivated by control and game problems for large-scale systems under random environments, in this section we will consider forward-backward stochastic systems with mean-field and regime-switching where the mean-field terms are represented by random measures conditioned on the history of the Markov chain. Conditions for existence and uniqueness of solutions are obtained, which can be considered as generalizations of the results in the previous section.

Let $W_{2}(\cdot, \cdot)$ be the 2-Wasserstein distance, defined in 1.7 .3$)$, on $\mathcal{P}_{2}\left(\mathbb{R}^{d}\right)$ defined by Note that

$$
W_{2}(\mu, \nu)=\inf \left\{\left(\mathbb{E}|\xi-\zeta|^{2}\right)^{1 / 2}: \xi, \zeta \in \mathcal{L}^{2}\left(\mathbb{R}^{d}\right), \mathbb{P}_{\xi}=\mu, \mathbb{P}_{\zeta}=\nu\right\}
$$

which implies that

$$
W_{2}\left(\mathbb{P}_{\xi}, \mathbb{P}_{\zeta}\right) \leqslant\left(\mathbb{E}|\xi-\zeta|^{2}\right)^{1 / 2}
$$

In addition, it follows from [17, Lemma 7.2] that for any sub- $\sigma$-field $\mathcal{G}$ of $\mathcal{F}$ and $r \geqslant 2$, we have

$$
\begin{equation*}
W_{2}\left(\mathbb{P}_{(\xi \mid \mathcal{G})}, \mathbb{P}_{(\zeta \mid \mathcal{G})}\right) \leqslant\left[\mathbb{E}\left(|\xi-\zeta|^{r} \mid \mathcal{G}\right)\right]^{1 / r}, \quad \mathbb{P} \text {-a.s. } \tag{4.1.1}
\end{equation*}
$$

Let

$$
\begin{aligned}
& f:[0, T] \times \Omega \times \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d} \times \mathcal{P}\left(\mathbb{R}^{2 d}\right) \times \mathcal{M} \rightarrow \mathbb{R}^{d}, \\
& g:[0, T] \times \Omega \times \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d} \times \mathcal{P}\left(\mathbb{R}^{2 d}\right) \times \mathcal{M} \rightarrow \mathbb{R}^{d}, \\
& \sigma:[0, T] \times \Omega \times \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d} \times \mathcal{P}\left(\mathbb{R}^{2 d}\right) \times \mathcal{M} \rightarrow \mathbb{R}^{d \times d}, \\
& h: \Omega \times \mathbb{R}^{d} \times \mathcal{P}\left(\mathbb{R}^{d}\right) \times \mathcal{M} \rightarrow \mathbb{R}^{d}
\end{aligned}
$$

be measurable functions with respect to the Borel $\sigma$-fields.
For this section we will be working with the following conditional McKean-Vlasov FBSDE

$$
\left\{\begin{array}{l}
X_{t}=\xi+\int_{0}^{t} f\left(s, X_{s}, Y_{s}, Z_{s}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right) d s+\int_{0}^{t} \sigma\left(s, X_{s}, Y_{s}, Z_{s}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right) d W_{s}  \tag{4.1.2}\\
Y_{t}=h\left(X_{T}, \mathbb{P}_{\left(X_{T} \mid \mathcal{F}_{T}^{\alpha}\right)}, \alpha_{T}\right)-\int_{t}^{T} g\left(s, X_{s}, Y_{s}, Z_{s}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right) d s-\int_{t}^{T} Z_{s} d W_{s}-\int_{t}^{T} \Lambda_{s} \bullet d M_{s} \\
t \in[0, T]
\end{array}\right.
$$

A quadruplet of measurable process $\left(X_{t}, Y_{t}, Z_{t}, \Lambda_{t}\right)$ is called a solution of above equation if $\left(X_{t}, Y_{t}, Z_{t}, \Lambda_{t}\right) \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ and satisfies (4.1.2).

Assumption (C).
(C1) For each fixed $i_{0} \in \mathcal{M}$, the functions $f\left(\cdot, \cdot, \cdot, \cdot, \cdot, \cdot, i_{0}\right), g\left(\cdot, \cdot, \cdot, \cdot, \cdot, \cdot, i_{0}\right)$, and $\sigma\left(\cdot, \cdot, \cdot, \cdot, \cdot, \cdot, i_{0}\right)$ are $\mathcal{F}$-progressively measurable and Lipschitz in $(x, y, z, \mu)$ uniformly in $(t, \omega)$. That is for $\varphi=f, g$, or $\sigma$, there exists (deterministic) constants $C_{\theta}$ and $C_{\nu}$ such that for any $t \in[0, T], i_{0} \in \mathcal{M}, \theta_{1}=\left(x_{1}, y_{1}, z_{1}\right), \theta_{2}=\left(x_{2}, y_{2}, z_{2}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d}$, and $\nu_{1}, \nu_{2} \in \mathcal{P}\left(\mathbb{R}^{2 d}\right)$, we have

$$
\left|\varphi\left(t, \theta_{1}, \nu_{1}, i_{0}\right)-\varphi\left(t, \theta_{2}, \nu_{2}, i_{0}\right)\right| \leqslant C_{\theta}\left\|\theta_{1}-\theta_{2}\right\|+C_{\nu} W_{2}\left(\nu_{1}, \nu_{2}\right), \quad \mathbb{P} \text {-a.s. }
$$

(C2) For each fixed $\left(x, \mu, i_{0}\right) \in \mathbb{R}^{d} \times \mathcal{P}\left(\mathbb{R}^{d}\right) \times \mathcal{M}$, the function $h\left(\cdot, x, \mu, i_{0}\right)$ belongs to $\mathcal{L}^{2}\left(\mathbb{R}^{d}\right)$. In addition, $h\left(\omega, \cdot \cdot \cdot, i_{0}\right)$ is Lipschitz uniformly in $\left(\omega, i_{0}\right)$. That is, for any $i_{0} \in \mathcal{M}$,
$x_{1}, x_{2} \in \mathbb{R}^{d}$, and $\mu_{1}, \mu_{2} \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ there exist (deterministic) constants $c$ and $C_{\mu}$ such that

$$
\left|h\left(x_{1}, \mu_{1}, i_{0}\right)-h\left(x_{2}, \mu_{2}, i_{0}\right)\right| \leqslant c\left|x_{1}-x_{2}\right|+C_{\mu} W_{2}\left(\mu_{1}, \mu_{2}\right), \quad \mathbb{P} \text {-a.s. }
$$

For $t \in[0, T], i_{0} \in \mathcal{M}, \theta_{1}=\left(x_{1}, y_{1}, z_{1}\right), \theta_{2}=\left(x_{2}, y_{2}, z_{2}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d}$, and $\nu \in \mathcal{P}\left(\mathbb{R}^{2 d}\right)$ we denote

$$
\begin{align*}
\Psi\left(t, \theta_{1}, \theta_{2}, \nu, i_{0}\right)= & \left\langle f\left(t, \theta_{1}, \nu, i_{0}\right)-f\left(t, \theta_{2}, \nu, i_{0}\right), y_{1}-y_{2}\right\rangle \\
& +\left\langle g\left(t, \theta_{1}, \nu, i_{0}\right)-g\left(t, \theta_{2}, \nu, i_{0}\right), x_{1}-x_{2}\right\rangle \\
& +\left[\sigma\left(t, \theta_{1}, \nu, i_{0}\right)-\sigma\left(t, \theta_{2}, \nu, i_{0}\right), z_{1}-z_{2}\right] . \tag{4.1.3}
\end{align*}
$$

Similar to Assumption ( $\mathbf{H}_{0}$ ), we consider the following assumption:

## Assumption (H).

(H1) There exists a positive constant $K_{h}$ such that for any $x_{1}, x_{2} \in \mathbb{R}^{d}, \mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$, and $i_{0} \in \mathcal{M}$, we have

$$
\left\langle h\left(x_{1}, \mu, i_{0}\right)-h\left(x_{2}, \mu, i_{0}\right), x_{1}-x_{2}\right\rangle \geqslant K_{h}\left|x_{1}-x_{2}\right|^{2}, \quad \mathbb{P} \text {-a.s. }
$$

(H2) There exists a positive constant $K_{\Psi}$ such that for any $t \in[0, T], \theta_{1}=\left(x_{1}, y_{1}, z_{1}\right), \theta_{2}=$ $\left(x_{2}, y_{2}, z_{2}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d}, \nu \in \mathcal{P}\left(\mathbb{R}^{2 d}\right)$, and $i_{0} \in \mathcal{M}$, we have

$$
\Psi\left(t, \theta_{1}, \theta_{2}, \nu, i_{0}\right) \leqslant-K_{\Psi}\left(\left|x_{1}-x_{2}\right|^{2}+\left|y_{1}-y_{2}\right|^{2}+\left\|z_{1}-z_{2}\right\|^{2}\right), \quad \mathbb{P} \text {-a.s. }
$$

The following theorem can be viewed as and extension of Theorem 3.2. To make the presentation more transparent, its proof is aggregated in the next subsection.

Theorem 4.1. Let assumptions $(\mathbf{C})$ and $(\mathbf{H})$ hold. If the constant

$$
\begin{equation*}
C_{\nu}, C_{\mu}<\min \left\{(\sqrt{3}-1) K_{h}, K_{\Psi} / \sqrt{3}\right\} \tag{4.1.4}
\end{equation*}
$$

then there exists a unique process $(X, Y, Z, \Lambda)$ that solves the system 4.1.2) of the conditional mean-field FBSDE with Markovian switching.

Next, similar to Theorem 3.5, we shall study how to weaken Assumption (H) in Theorem 4.1. Different from the setting in Theorem 3.5. the appearance of the mean-field terms in 4.1.2 makes the problem more complicated. To simplify the calculations, we assume that $\sigma$ does not depend on $\mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}$. Subsequently, the conditional mean-field FBSDE with Markovian switching (4.1.2) becomes:

$$
\left\{\begin{align*}
& X_{t}= \xi+\int_{0}^{t} f\left(s, X_{s}, Y_{s}, Z_{s}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right) d s+\int_{0}^{t} \sigma\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right) d W_{s}  \tag{4.1.5}\\
& Y_{t}= h\left(X_{T}, \mathbb{P}_{\left(X_{T} \mid \mathcal{F}_{T}^{\alpha}\right)}, \alpha_{T}\right)-\int_{t}^{T} g\left(s, X_{s}, Y_{s}, Z_{s}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right) d s \\
& \quad-\int_{t}^{T} Z_{s} d W_{s}-\int_{t}^{T} \Lambda_{s} \bullet d M_{s} \\
& t \in[0, T]
\end{align*}\right.
$$

We make the following assumption.

## Assumption L.

(L1) For any $x_{1}, x_{2} \in \mathbb{R}^{d}, \mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$, and $i_{0} \in \mathcal{M}$ we have

$$
\left\langle h\left(x_{1}, \mu, i_{0}\right)-h\left(x_{2}, \mu, i_{0}\right), x_{1}-x_{2}\right\rangle \geqslant K_{h}\left|x_{1}-x_{2}\right|^{2}, \quad \mathbb{P} \text {-a.s. }
$$

(L2) There exists a positive constant $K_{\Psi}$ such that for any $t \in[0, T], \theta_{1}=\left(x_{1}, y_{1}, z_{1}\right), \theta_{2}=$ $\left(x_{2}, y_{2}, z_{2}\right) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d \times d}, \nu \in \mathcal{P}\left(\mathbb{R}^{2 d}\right)$, and $i_{0} \in \mathcal{M}$, we have

$$
\Psi\left(t, \theta_{1}, \theta_{2}, \nu, i_{0}\right) \leqslant-K_{\Psi}\left(\left|x_{1}-x_{2}\right|^{2}+\left|y_{1}-y_{2}\right|^{2}\right), \quad \mathbb{P} \text {-a.s. }
$$

Notice that although Assumption (L) is weaker than Assumption (H), it is slightly different from Assumption ( $\mathbf{I}_{0}$ ) and Assumption ( $\mathbf{J}_{0}$ ) in the previous section. Following similar steps as in the proof of Theorem 4.1, we have the following result. Its proof is provided in the next subsection.

Theorem 4.2. Let Assumptions (C) and (L) hold. If the constant

$$
\begin{equation*}
C_{\nu}, C_{\mu}<\min \left\{2(\sqrt{2}-1) K_{h}, K_{\Psi} / \sqrt{2}\right\} \tag{4.1.6}
\end{equation*}
$$

then there exists a unique process $(X, Y, Z, \Lambda)$, which solves the system 4.1.5) of the conditional mean-field FBSDE with Markovian switching.

## 2 Proofs of Main Theorems

### 2.1 Proof of Theorem 4.1

In this section we will prove the existence and uniqueness of solutions to conditional mean-field FBSDEs with Markovian switching (4.1.2) under Assumption (C) and (H). The proof is divided into two parts. First, we prove the existence of solutions.
(1) Existence of a solution: Let $\delta$ be a fixed positive number. We recursively define the sequence of processes $\left(X^{n}, Y^{n}, Z^{n}, \Lambda^{n}\right)_{n \geqslant 0}$ in $\mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times$ $\mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ as follows: $\left(X^{0}, Y^{0}, Z^{0}, \Lambda^{0}\right) \equiv(0,0,0,0)$ and, for $n \geqslant 0,\left(X^{n+1}, Y^{n+1}, Z^{n+1}, \Lambda^{n+1}\right) \in$ $\mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ satisfies the FBSDE

$$
\left\{\begin{align*}
X_{t}^{n+1}=\xi & +\int_{0}^{t}\left(f\left(s, X_{s}^{n+1}, Y_{s}^{n+1}, Z_{s}^{n+1}, \nu_{s}^{n}, \alpha_{s}\right)-\delta Y_{s}^{n+1}+\delta Y_{s}^{n}\right) d s  \tag{4.2.1}\\
& +\int_{0}^{t}\left(\sigma\left(s, X_{s}^{n+1}, Y_{s}^{n+1}, Z_{s}^{n+1}, \nu_{s}^{n}, \alpha_{s}\right)-\delta Z_{s}^{n+1}+\delta Z_{s}^{n}\right) d W_{s} \\
Y_{t}^{n+1}= & h\left(X_{T}^{n+1}, \mu_{T}^{n}, \alpha_{T}\right)-\int_{t}^{T} g\left(s, X_{s}^{n+1}, Y_{s}^{n+1}, Z_{s}^{n+1}, \nu_{s}^{n}, \alpha_{s}\right) d s \\
& -\int_{t}^{T} Z_{s}^{n+1} d W_{s}-\int_{t}^{T} \Lambda_{s}^{n+1} \bullet d M_{s}, \quad 0 \leqslant t \leqslant T
\end{align*}\right.
$$

where $\nu_{s}^{n}:=\mathbb{P}_{\left(X_{s}^{n}, Y_{s}^{n} \mid \mathcal{F}_{s-}^{\alpha}\right)}$ and $\mu_{T}^{n}:=\mathbb{P}_{\left(X_{T}^{n} \mid \mathcal{F}_{T}^{\alpha}\right)}$. In view of Theorem 3.2, this FBSDE has a unique solution. For $n \geqslant 0$ and $t \in[0, T]$, denote

$$
\begin{gather*}
\hat{X}_{t}^{n+1}:=X_{t}^{n+1}-X_{t}^{n}, \hat{Y}_{t}^{n+1}:=Y_{t}^{n+1}-Y_{t}^{n}, \hat{Z}_{t}^{n+1}:=Z_{t}^{n+1}-Z_{t}^{n}, \hat{\Lambda}_{t}^{n+1}:=\Lambda_{t}^{n+1}-\Lambda_{t}^{n},  \tag{4.2.2}\\
\hat{h}^{n}(t):=h\left(X_{t}^{n}, \mu_{t}^{n-1}, \alpha_{t}\right)-h\left(X_{t}^{n-1}, \mu_{t}^{n-2}, \alpha_{t}\right)
\end{gather*}
$$

and for $\Theta^{n}=\left(X^{n}, Y^{n}, Z^{n}\right)$ and $\varphi=f, g, \sigma$,

$$
\begin{align*}
\hat{\varphi}^{n+1}(t) & :=\varphi\left(t, \Theta_{t}^{n+1}, \nu_{t}^{n}, \alpha_{t}\right)-\varphi\left(t, \Theta_{t}^{n}, \nu_{t}^{n-1}, \alpha_{t}\right)  \tag{4.2.3}\\
\bar{\varphi}^{n}(t) & :=\varphi\left(t, \Theta_{t}^{n}, \nu_{t}^{n}, \alpha_{t}\right)-\varphi\left(t, \Theta_{t}^{n}, \nu_{t}^{n-1}, \alpha_{t}\right)
\end{align*}
$$

It follows from (4.1.1) that

$$
\begin{equation*}
W_{2}^{2}\left(\nu_{t}^{n}, \nu_{t}^{n-1}\right) \leqslant \mathbb{E}\left(\left|\hat{X}_{t}^{n}\right|^{2}+\left|\hat{Y}_{t}^{n}\right|^{2} \mid \mathcal{F}_{t-}^{\alpha}\right) \tag{4.2.4}
\end{equation*}
$$

According to Itô's formula, we obtain

$$
\begin{align*}
&\left\langle\hat{X}_{T}^{n+1}, \hat{Y}_{T}^{n+1}\right\rangle-\left\langle\hat{X}_{0}^{n+1}, \hat{Y}_{0}^{n+1}\right\rangle \\
&= \int_{0}^{T}\left\langle\hat{Y}_{s}^{n+1}, \hat{f}^{n+1}(s)-\delta \hat{Y}_{s}^{n+1}+\delta \hat{Y}_{s}^{n}\right\rangle d s+\int_{0}^{T}\left\langle\hat{Y}_{s}^{n+1},\left(\hat{\sigma}^{n+1}(s)-\delta \hat{Z}_{s}^{n+1}+\delta \hat{Z}_{s}^{n}\right) d W_{s}\right\rangle \\
&+\int_{0}^{T}\left\langle\hat{X}_{s}^{n+1}, \hat{g}^{n+1}(s)\right\rangle d s+\int_{0}^{T}\left\langle\hat{X}_{s}^{n+1}, \hat{Z}_{s}^{n+1} d W_{s}\right\rangle+\int_{0}^{T}\left\langle\hat{X}_{s}^{n+1}, \hat{\Lambda}_{s}^{n+1} \bullet d M_{s}\right\rangle \\
&+\int_{0}^{T}\left[\hat{Z}_{s}^{n+1}, \hat{\sigma}^{n+1}(s)-\delta \hat{Z}_{s}^{n+1}+\delta \hat{Z}_{s}^{n}\right] d s . \tag{4.2.5}
\end{align*}
$$

Applying standard estimates of BSDEs and the Burkholder-Davis-Gundy inequality, it is easy to see that the stochastic integrals in 4.2.5) are true martingales. After taking expectations, we obtain

$$
\begin{align*}
& \mathbb{E}\left\langle\hat{X}_{T}^{n+1}, h\left(X_{T}^{n+1}, \mu_{T}^{n}, \alpha_{T}\right)-h\left(X_{T}^{n}, \mu_{T}^{n-1}, \alpha_{T}\right)\right\rangle+\delta \mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n+1}\right|^{2}+\left\|\hat{Z}_{s}^{n+1}\right\|^{2}\right) d s \\
& =\delta \mathbb{E} \int_{0}^{T}\left(\left\langle\hat{Y}_{s}^{n+1}, \hat{Y}_{s}^{n}\right\rangle+\left[\hat{Z}_{s}^{n+1}, \hat{Z}_{s}^{n}\right]\right) d s  \tag{4.2.6}\\
& \quad+\mathbb{E} \int_{0}^{T}\left(\left\langle\hat{Y}_{s}^{n+1}, \hat{f}^{n+1}(s)\right\rangle+\left\langle\hat{X}_{s}^{n+1}, \hat{g}^{n+1}(s)\right\rangle+\left[\hat{Z}_{s}^{n+1}, \hat{\sigma}^{n+1}(s)\right]\right) d s .
\end{align*}
$$

Using the Lipschitz continuity of $h$ (assumption (C2)), Young's inequality, 4.1.1) and (H1), we have

$$
\begin{align*}
& \mathbb{E}\left\langle\hat{X}_{T}^{n+1}, h\left(X_{T}^{n+1}, \mu_{T}^{n}, \alpha_{T}\right)-h\left(X_{T}^{n}, \mu_{T}^{n-1}, \alpha_{T}\right)\right\rangle \\
& =\mathbb{E}\left\langle\hat{X}_{T}^{n+1}, h\left(X_{T}^{n+1}, \mu_{T}^{n}, \alpha_{T}\right)-h\left(X_{T}^{n}, \mu_{T}^{n}, \alpha_{T}\right)\right\rangle+\mathbb{E}\left\langle\hat{X}_{T}^{n+1}, h\left(X_{T}^{n}, \mu_{T}^{n}, \alpha_{T}\right)-h\left(X_{T}^{n}, \mu_{T}^{n-1}, \alpha_{T}\right)\right\rangle \\
& \geqslant K_{h} \mathbb{E}\left|\hat{X}_{T}^{n+1}\right|^{2}-C_{\mu} \mathbb{E}\left[\left|\hat{X}_{T}^{n+1}\right| W_{2}\left(\mu_{T}^{n}, \mu_{T}^{n-1}\right)\right] \\
& \geqslant K_{h} \mathbb{E}\left|\hat{X}_{T}^{n+1}\right|^{2}-\frac{C_{\mu} \epsilon}{2} \mathbb{E}\left|\hat{X}_{T}^{n+1}\right|^{2}-\frac{C_{\mu}}{2 \epsilon} \mathbb{E} W_{2}^{2}\left(\mu_{T}^{n}, \mu_{T}^{n-1}\right) \\
& \geqslant\left(K_{h}-\frac{C_{\mu} \epsilon}{2}\right) \mathbb{E}\left|\hat{X}_{T}^{n+1}\right|^{2}-\frac{C_{\mu}}{2 \epsilon} \mathbb{E}\left[\mathbb{E}\left(\left|\hat{X}_{T}^{n}\right|^{2} \mid \mathcal{F}_{T}^{\alpha}\right)\right] \\
& =\left(K_{h}-\frac{C_{\mu} \epsilon}{2}\right) \mathbb{E}\left|\hat{X}_{T}^{n+1}\right|^{2}-\frac{C_{\mu}}{2 \epsilon} \mathbb{E}\left|\hat{X}_{T}^{n}\right|^{2}, \quad \forall \epsilon>0 \tag{4.2.7}
\end{align*}
$$

Again, by the Lipschitz continuity of $f, h, \sigma$, Young's inequality, 4.1.1) and (H2), we also have

$$
\begin{aligned}
& \left\langle\hat{X}_{t}^{n+1}, \hat{g}^{n+1}(t)\right\rangle+\left\langle\hat{Y}_{t}^{n+1}, \hat{f}^{n+1}(t)\right\rangle+\left[\hat{Z}_{t}^{n+1}, \hat{\sigma}^{n+1}(t)\right] \\
& =\Psi\left(t, \Theta_{t}^{n+1}, \Theta_{t}^{n}, \nu_{t}^{n}, \alpha_{t}\right)+\left\langle\hat{X}_{t}^{n+1}, \bar{g}^{n}(t)\right\rangle+\left\langle\hat{Y}_{t}^{n+1}, \bar{f}^{n}(t)\right\rangle+\left[\hat{Z}_{t}^{n+1}, \bar{\sigma}^{n}(t)\right] \\
& \leqslant-K_{\Psi}\left(\left|\hat{X}_{t}^{n+1}\right|^{2}+\left|\hat{Y}_{t}^{n+1}\right|^{2}+\left\|\hat{Z}_{t}^{n+1}\right\|^{2}\right)+\left|\hat{X}_{t}^{n+1}\right|\left|\bar{g}^{n}(t)\right|+\left|\hat{Y}_{t}^{n+1}\right|\left|\bar{f}^{n}(t)\right|+\left\|\hat{Z}_{t}^{n+1}\right\|\left\|\bar{\sigma}^{n}(t)\right\| \\
& \leqslant-K_{\Psi}\left(\left|\hat{X}_{t}^{n+1}\right|^{2}+\left|\hat{Y}_{t}^{n+1}\right|^{2}+\left\|\hat{Z}_{t}^{n+1}\right\|^{2}\right)+C_{\nu} W_{2}\left(\nu_{t}^{n}, \nu_{t}^{n-1}\right)\left(\left|\hat{X}_{t}^{n+1}\right|+\left|\hat{Y}_{t}^{n+1}\right|+\left\|\hat{Z}_{t}^{n+1}\right\|\right) \\
& \leqslant\left(\frac{C_{\nu}}{2 \gamma}-K_{\Psi}\right)\left(\left|\hat{X}_{t}^{n+1}\right|^{2}+\left|\hat{Y}_{t}^{n+1}\right|^{2}+\left\|\hat{Z}_{t}^{n+1}\right\|^{2}\right)+\frac{3 \gamma C_{\nu}}{2} W_{2}^{2}\left(\nu_{t}^{n}, \nu_{t}^{n-1}\right), \quad \forall t \in[0, T], \gamma>0 .
\end{aligned}
$$

Now, it follows from (4.2.4) that

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T}\left(\left\langle\hat{X}_{s}^{n+1}, \hat{g}^{n+1}(s)\right\rangle+\left\langle\hat{Y}_{s}^{n+1}, \hat{f}^{n+1}(s)\right\rangle+\left[\hat{Z}_{s}^{n+1}, \hat{\sigma}^{n+1}(s)\right]\right) d s \\
& \leqslant \mathbb{E} \int_{0}^{T}\left(\frac{C_{\nu}}{2 \gamma}-K_{\Psi}\right)\left(\left|\hat{X}_{s}^{n+1}\right|^{2}+\left|\hat{Y}_{s}^{n+1}\right|^{2}+\left\|\hat{Z}_{s}^{n+1}\right\|^{2}\right) d s+\frac{3 \gamma C_{\nu}}{2} \int_{0}^{T} \mathbb{E}\left(\left|\hat{X}_{s}^{n}\right|^{2}+\left|\hat{Y}_{s}^{n}\right|^{2}\right) d s \tag{4.2.8}
\end{align*}
$$

On the other hand, in view of Young's inequality, we also have for any $\rho>0$,
$\mathbb{E} \int_{0}^{T}\left(\left\langle\hat{Y}_{s}^{n+1}, \hat{Y}_{s}^{n}\right\rangle+\left[\hat{Z}_{s}^{n+1}, \hat{Z}_{s}^{n}\right]\right) d s \leqslant \frac{1}{2} \mathbb{E} \int_{0}^{T}\left(\rho\left|\hat{Y}_{s}^{n+1}\right|^{2}+\rho\left\|\hat{Z}_{s}^{n+1}\right\|^{2}+\frac{1}{\rho}\left|\hat{Y}_{s}^{n}\right|^{2}+\frac{1}{\rho}\left\|\hat{Z}_{s}^{n}\right\|^{2}\right) d s$.

Combining (4.2.7), (4.2.8), and (4.2.9), to (4.2.6), yields

$$
\begin{aligned}
& \left(K_{h}-\frac{C_{\mu} \epsilon}{2}\right) \mathbb{E}\left|\hat{X}_{T}^{n+1}\right|^{2}-\frac{C_{\mu}}{2 \epsilon} \mathbb{E}\left|\hat{X}_{T}^{n}\right|^{2}+\delta \mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n+1}\right|^{2}+\left\|\hat{Z}_{s}^{n+1}\right\|^{2}\right) d s \\
& \quad-\mathbb{E} \int_{0}^{T}\left(\frac{C_{\nu}}{2 \gamma}-K_{\Psi}\right)\left(\left|\hat{X}_{s}^{n+1}\right|^{2}+\left|\hat{Y}_{s}^{n+1}\right|^{2}+\left\|\hat{Z}_{s}^{n+1}\right\|^{2}\right) d s \\
& \leqslant \frac{3 \gamma C_{\nu}}{2} \int_{0}^{T} \mathbb{E}\left(\left|\hat{X}_{s}^{n}\right|^{2}+\left|\hat{Y}_{s}^{n}\right|^{2}\right) d s+\delta \mathbb{E} \int_{0}^{T}\left(\frac{\rho}{2}\left|\hat{Y}_{s}^{n+1}\right|^{2}+\frac{\rho}{2}\left\|\hat{Z}_{s}^{n+1}\right\|^{2}+\frac{1}{2 \rho}\left|\hat{Y}_{s}^{n}\right|^{2}+\frac{1}{2 \rho}\left\|\hat{Z}_{s}^{n}\right\|^{2}\right) d s
\end{aligned}
$$

Rearranging the terms, we obtain

$$
\begin{align*}
& \left(K_{h}-\frac{C_{\mu} \epsilon}{2}\right) \mathbb{E}\left|\hat{X}_{T}^{n+1}\right|^{2}+\left(K_{\Psi}-\frac{C_{\nu}}{2 \gamma}\right) \mathbb{E} \int_{0}^{T}\left|\hat{X}_{s}^{n+1}\right|^{2} d s \\
& \quad+\left(\delta\left(1-\frac{\rho}{2}\right)+K_{\Psi}-\frac{C_{\nu}}{2 \gamma}\right) \mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n+1}\right|^{2}+\left\|\hat{Z}_{s}^{n+1}\right\|^{2}\right) d s  \tag{4.2.10}\\
& \leqslant \frac{C_{\mu}}{2 \epsilon} \mathbb{E}\left|\hat{X}_{T}^{n}\right|^{2}+\mathbb{E} \int_{0}^{T}\left[\frac{3 \gamma C_{\nu}}{2}\left|\hat{X}_{s}^{n}\right|^{2}+\left(\frac{3 \gamma C_{\nu}}{2}+\frac{\delta}{2 \rho}\right)\left|\hat{Y}_{s}^{n}\right|^{2}+\frac{\delta}{2 \rho}\left\|\hat{Z}_{s}^{n}\right\|^{2}\right] d s .
\end{align*}
$$

Denote $\|\Theta\|^{2}=|X|^{2}+|Y|^{2}+\|Z\|^{2}$ and

$$
\begin{aligned}
& \lambda(\epsilon, \delta, \gamma, \rho) \triangleq \min \left\{K_{h}-\frac{C_{\mu} \epsilon}{2}, K_{\Psi}-\frac{C_{\nu}}{2 \gamma}, \delta\left(1-\frac{\rho}{2}\right)+K_{\Psi}-\frac{C_{\nu}}{2 \gamma}\right\}, \\
& \theta(\epsilon, \delta, \gamma, \rho) \triangleq \max \left\{\frac{C_{\mu}}{2 \epsilon}, \frac{3 \gamma C_{\nu}}{2}+\frac{\delta}{2 \rho}\right\},
\end{aligned}
$$

we obtain

$$
\begin{equation*}
\mathbb{E}\left(\left|\hat{X}_{T}^{n+1}\right|^{2}+\int_{0}^{T}\left\|\hat{\Theta}_{s}^{n+1}\right\|^{2} d s\right) \leqslant \frac{\theta(\epsilon, \delta, \gamma, \rho)}{\lambda(\epsilon, \delta, \gamma, \rho)} \mathbb{E}\left(\left|\hat{X}_{T}^{n}\right|^{2}+\int_{0}^{T}\left\|\hat{\Theta}_{s}^{n}\right\|^{2} d s\right) \tag{4.2.11}
\end{equation*}
$$

To proceed, we temporarily assume there exist constants $\epsilon, \delta, \gamma$, and $\rho$ such that

$$
\begin{equation*}
\lambda(\epsilon, \delta, \gamma, \rho)>\theta(\epsilon, \delta, \gamma, \rho) \tag{4.2.12}
\end{equation*}
$$

Then the inequality 4.2.11) becomes a contraction, which subsequently implies that $\left(X_{T}^{n}\right)_{n \geqslant 0}$ is a Cauchy sequence in $L^{2}(\Omega, \mathbb{P})$ and $\left(X^{n}\right)_{n \geqslant 0},\left(Y^{n}\right)_{n \geqslant 0}$ and $\left(Z^{n}\right)_{n \geqslant 0}$ are Cauchy sequences in $L^{2}([0, T] \times \Omega, d t \otimes d \mathbb{P})$. Taking the expectation of Itô's formula, we have

$$
\begin{equation*}
\mathbb{E}\left|\hat{Y}_{t}^{n}\right|^{2}+\mathbb{E} \int_{t}^{T}\left\|\hat{Z}_{s}^{n}\right\|^{2} d s+\mathbb{E} \int_{t}^{T}\left|\hat{\Lambda}_{s}^{n}\right|^{2} \bullet d[M]_{s}=\mathbb{E}\left|\hat{h}^{n}(T)\right|^{2}-2 \mathbb{E} \int_{t}^{T}\left\langle\hat{Y}_{s}^{n}, \hat{g}^{n}(s)\right\rangle d s \rightarrow 0 \tag{4.2.13}
\end{equation*}
$$

since $\left(X_{T}^{n}\right)_{n \geqslant 0},\left(X^{n}\right)_{n \geqslant 0},\left(Y^{n}\right)_{n \geqslant 0}$ and $\left(Z^{n}\right)_{n \geqslant 0}$ are Cauchy. Thus, $\left(\Lambda^{n}\right)_{n \geqslant 0}$ is also a Cauchy sequence. This yields

$$
\mathbb{E}\left[\sup _{s \leqslant T}\left(\left|X_{s}^{n}-X_{s}^{m}\right|^{2}+\left|Y_{s}^{n}-Y_{s}^{m}\right|^{2}\right)\right] \rightarrow 0 \text { as } n, m \rightarrow \infty .
$$

By Banach fixed point theorem, there exist $\mathbb{F}$-adapted càdlàg processes $X$ and $Y$, an $\mathcal{F}$ progressively measurable process $Z$, and a collection of $\mathcal{F}$-progressively measurable functions $\Lambda$ such that
$\mathbb{E}\left[\sup _{s \leqslant T}\left(\left|X_{s}^{n}-X_{s}\right|^{2}+\left|Y_{s}^{n}-Y_{s}\right|^{2}\right)+\int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}\right\|^{2} d s+\int_{0}^{T}\left|\Lambda_{s}^{n}-\Lambda_{s}\right|^{2} \bullet d[M]_{s}\right] \rightarrow 0$ as $n \rightarrow \infty$ and

$$
\mathbb{E}\left[\sup _{s \leqslant T}\left(\left|X_{s}\right|^{2}+\left|Y_{s}\right|^{2}\right)+\int_{0}^{T}\left\|Z_{s}\right\|^{2} d s+\int_{0}^{T}\left|\Lambda_{s}\right|^{2} \bullet d[M]_{s}\right]<\infty .
$$

Moreover, taking the limits in equation 4.2.1) we obtain that $(X, Y, Z, \Lambda)$ is a solution of (4.1.2).

To complete the proof, we are to show that such $\gamma, \epsilon, \delta$ and $\rho$ exist when the condition 4.1.4 is satisfied. In fact, to make the contraction meaningful, we assume $K_{h}-\frac{C_{\mu} \epsilon}{2}, K_{\Psi}-\frac{C_{\nu}}{2 \gamma}$, and $1-\frac{\rho}{2}$ are positive. Since $\left(1-\frac{\rho}{2}\right) \leqslant \frac{1}{2 \rho}$ with equality obtained if and only if $\rho=1$, we will take $\rho=1$ and set

$$
\theta^{*}(\epsilon, \gamma)=\lim _{\delta \rightarrow 0} \theta(\epsilon, \delta, \gamma, 1)=\max \left\{\frac{C_{\mu}}{2 \epsilon}, \frac{3 \gamma C_{\nu}}{2}\right\}
$$

and

$$
\lambda^{*}(\epsilon, \gamma)=\lim _{\delta \rightarrow 0} \lambda(\epsilon, \delta, \gamma, 1)=\min \left\{K_{h}-\frac{C_{\mu} \epsilon}{2}, K_{\Psi}-\frac{C_{\nu}}{2 \gamma}\right\} .
$$

If we have $\lambda^{*}(\epsilon, \gamma)>\theta^{*}(\epsilon, \gamma)$ for some $\epsilon$ and $\gamma$, then there exists $\delta$ small enough such 4.2.12) is satisfied. Note that $\lambda^{*}(\epsilon, \gamma)>\theta^{*}(\epsilon, \gamma)$, equivalent to having the following inequalities:

$$
\begin{equation*}
K_{h}>\max \left\{\frac{C_{\mu}}{2 \epsilon}+\frac{C_{\mu} \epsilon}{2}, \frac{3 \gamma C_{\nu}}{2}+\frac{C_{\mu} \epsilon}{2}\right\}, \quad K_{\Psi}>\max \left\{\frac{C_{\mu}}{2 \epsilon}+\frac{C_{\nu}}{2 \gamma}, \frac{3 \gamma C_{\nu}}{2}+\frac{C_{\nu}}{2 \gamma}\right\} \tag{4.2.14}
\end{equation*}
$$

To minimize $\frac{C_{\mu} \epsilon}{2}+\frac{C_{\mu}}{2 \epsilon}$ and $\frac{C_{\nu}}{2 \gamma}+\frac{3 \gamma C_{\nu}}{2}$ we take $\epsilon=1$ and $\gamma=\frac{1}{\sqrt{3}}$. Let $\eta_{1}, \eta_{2}>0$ such that $C_{\nu}, C_{\mu}<\min \left\{\eta_{1} K_{h}, \eta_{2} K_{\Psi}\right\}$. Without loss of the generality, we can assume $\eta_{1} K_{h} \leqslant \eta_{2} K_{\Psi}$.

Then (4.2.14) holds if following inequalities hold

$$
\begin{equation*}
K_{h}>C_{\mu}, \quad K_{h}>\frac{\eta_{1} K_{h}}{2}(\sqrt{3}+1), \quad K_{\Psi}>\frac{\eta_{1} K_{h}}{2}(\sqrt{3}+1), \quad K_{\Psi}>\sqrt{3} C_{\nu} \tag{4.2.15}
\end{equation*}
$$

From the second inequality, we obtain $\eta_{1}<\sqrt{3}-1$. The third inequality in 4.2.15) holds if the next inequality

$$
\frac{\eta_{1} K_{h}}{2}(\sqrt{3}+1)<\frac{\eta_{1} K_{h}}{\eta_{2}}
$$

holds. This implies $\eta_{2}<\sqrt{3}-1$. From the fourth inequality in 4.2.15 we have $C_{\nu}<\frac{\sqrt{3}}{3} K_{\Psi}$. Note that $\frac{\sqrt{3}}{3}<\sqrt{3}-1$. Combining these we obtain the sufficient condition $C_{\nu}, C_{\mu}<$ $\min \left\{(\sqrt{3}-1) K_{h}, \frac{\sqrt{3}}{3} K_{\Psi}\right\}$ for which $\lambda(\epsilon, \delta, \alpha, \rho)>\theta(\epsilon, \delta, \alpha, \rho)$ when $\epsilon=\rho=1, \gamma=\frac{\sqrt{3}}{3}$ and $\delta>0$ small enough.
(2) Uniqueness of the solution: Let $\left(X^{\prime}, Y^{\prime}, Z^{\prime}, \Lambda^{\prime}\right)$ be another solution to 4.1.2). Let $\Theta=$ $(X, Y, Z)$ and $\Theta^{\prime}=\left(X^{\prime}, Y^{\prime}, Z^{\prime}\right)$. Applying Itô's formula to the product $\left\langle X^{\prime}-X, Y^{\prime}-Y\right\rangle$ and taking expectation, we obtain

$$
\begin{equation*}
\mathbb{E}\left\langle X_{T}^{\prime}-X_{T}, Y_{T}^{\prime}-Y_{T}\right\rangle=\Gamma_{T}, \tag{4.2.16}
\end{equation*}
$$

where

$$
\begin{aligned}
\Gamma_{T} \triangleq \mathbb{E} \int_{0}^{T} & \left(\left\langle X_{s}^{\prime}-X_{s}, g\left(s, \Theta_{s}^{\prime}, \mathbb{P}_{\left(X_{s}^{\prime}, Y_{s}^{\prime} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right)-g\left(s, \Theta_{s}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right)\right\rangle\right. \\
& +\left\langle Y_{s}^{\prime}-Y_{s}, f\left(s, \Theta_{s}^{\prime}, \mathbb{P}_{\left(X_{s}^{\prime}, Y_{s}^{\prime} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right)-f\left(s, \Theta_{s}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right)\right\rangle \\
& \left.+\left[\sigma\left(s, \Theta_{s}^{\prime}, \mathbb{P}_{\left(X_{s}^{\prime}, Y_{s}^{\prime} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right)-\sigma\left(s, \Theta_{s}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right), Z_{s}^{\prime}-Z_{s}\right]\right) d s
\end{aligned}
$$

Using Assumption (C), Assumption (H1), 4.1.1), and Hölder's inequality, we can obtain the following lower bound for $\Gamma_{T}$.

$$
\begin{align*}
\Gamma_{T} & =\mathbb{E}\left\langle X_{T}^{\prime}-X_{T}, h\left(X_{T}^{\prime}, \mathbb{P}_{\left(X_{T}^{\prime} \mid \mathcal{F}_{T}^{\alpha}\right)}, \alpha_{T}\right)-h\left(X_{T}, \mathbb{P}_{\left(X_{T} \mid \mathcal{F}_{T}^{\alpha}\right)}, \alpha_{T}\right)\right\rangle \\
& \geqslant K_{h} \mathbb{E}\left|X_{T}^{\prime}-X_{T}\right|^{2}-C_{\mu} \mathbb{E}\left(\left|X_{T}^{\prime}-X_{T}\right| W_{2}\left(\mathbb{P}_{\left(X_{T}^{\prime} \mid \mathcal{F}_{T}^{\alpha}\right)}, \mathbb{P}_{\left(X_{T} \mid \mathcal{F}_{T}^{\alpha}\right)}\right)\right) \\
& \geqslant K_{h} \mathbb{E}\left|X_{T}^{\prime}-X_{T}\right|^{2}-C_{\mu} \mathbb{E}\left\{\left|X_{T}^{\prime}-X_{T}\right|\left[\mathbb{E}\left(\left|X_{T}^{\prime}-X_{T}\right|^{2} \mid \mathcal{F}_{T}^{\alpha}\right)\right]^{\frac{1}{2}}\right\}  \tag{4.2.17}\\
& =K_{h} \mathbb{E}\left|X_{T}^{\prime}-X_{T}\right|^{2}-C_{\mu} \mathbb{E}\left\{\mathbb{E}\left(\left|X_{T}^{\prime}-X_{T}\right| \mid \mathcal{F}_{T}^{\alpha}\right)\left[\mathbb{E}\left(\left|X_{T}^{\prime}-X_{T}\right|^{2} \mid \mathcal{F}_{T}^{\alpha}\right)\right]^{\frac{1}{2}}\right\} \\
& \geqslant\left(K_{h}-C_{\mu}\right) \mathbb{E}\left|X_{T}^{\prime}-X_{T}\right|^{2} .
\end{align*}
$$

On the other hand, we can also have an upper bound for $\Gamma_{T}$ as follow. First, by the triangle inequality,

$$
\begin{aligned}
\Gamma_{T} \leqslant \mathbb{E} & \int_{0}^{T}\left[\Psi\left(s, \Theta_{s}, \Theta_{s}^{\prime}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right)\right. \\
& \left.+C_{\nu} W_{2}\left(\mathbb{P}_{\left(X_{s}^{\prime}, Y_{s}^{\prime} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}\right)\left(\left|X_{s}^{\prime}-X_{s}\right|+\left|Y_{s}^{\prime}-Y_{s}\right|+\left\|Z_{s}^{\prime}-Z_{s}\right\|\right)\right] d s
\end{aligned}
$$

Then, using the estimate 4.1.1),

$$
\begin{equation*}
W_{2}\left(\mathbb{P}_{\left(X_{s}^{\prime}, Y_{s}^{\prime} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}\right) \leqslant \sqrt{\mathbb{E}\left(\left|X_{s}^{\prime}-X_{s}\right|^{2}+\left|Y_{s}^{\prime}-Y_{s}\right|^{2} \mid \mathcal{F}_{s-}^{\alpha}\right)} \tag{4.2.18}
\end{equation*}
$$

together with (H2) and the Cauchy-Schwarz inequality three times yields

$$
\begin{align*}
\Gamma_{T} \leqslant & \mathbb{E} \int_{0}^{T}\left[-K_{\Psi}\left(\left|X_{s}^{\prime}-X_{s}\right|^{2}+\left|Y_{s}^{\prime}-Y_{s}\right|^{2}+\left\|Z_{s}^{\prime}-Z_{s}\right\|^{2}\right)\right. \\
& \left.+C_{\nu} \sqrt{\mathbb{E}\left(\left|X_{s}^{\prime}-X_{s}\right|^{2}+\left|Y_{s}^{\prime}-Y_{s}\right|^{2} \mid \mathcal{F}_{s-}^{\alpha}\right)}\left(\left|X_{s}^{\prime}-X_{s}\right|+\left|Y_{s}^{\prime}-Y_{s}\right|+\left\|Z_{s}^{\prime}-Z_{s}\right\|\right)\right] d s \\
\leqslant & \mathbb{E} \int_{0}^{T}\left[-K_{\Psi}\left(\left|X_{s}^{\prime}-X_{s}\right|^{2}+\left|Y_{s}^{\prime}-Y_{s}\right|^{2}+\left\|Z_{s}^{\prime}-Z_{s}\right\|^{2}\right)\right. \\
& \left.+\frac{C_{\nu}}{2}\left(\frac{1}{\gamma}+3 \gamma\right)\left|X_{s}^{\prime}-X_{s}\right|^{2}+\frac{C_{\nu}}{2}\left(\frac{1}{\gamma}+3 \gamma\right)\left|Y_{s}^{\prime}-Y_{s}\right|^{2}+\frac{C_{\nu}}{2 \gamma}\left\|Z_{s}^{\prime}-Z_{s}\right\|^{2}\right] d s \tag{4.2.19}
\end{align*}
$$

Combining (4.2.17) and (4.2.19), we obtain

$$
\begin{aligned}
& 0 \leqslant\left(C_{\mu}-K_{h}\right) \mathbb{E}\left|X_{T}^{\prime}-X_{T}\right|^{2}+\mathbb{E} \int_{0}^{T}\left\{\left[\frac{C_{\nu}}{2}\left(\frac{1}{\gamma}+3 \gamma\right)-K_{\Psi}\right]\left|X_{s}^{\prime}-X_{s}\right|^{2}\right. \\
&\left.+\left[\frac{C_{\nu}}{2}\left(\frac{1}{\gamma}+3 \gamma\right)-K_{\Psi}\right]\left|Y_{s}^{\prime}-Y_{s}\right|^{2}+\left(\frac{C_{\nu}}{2 \gamma}-K_{\Psi}\right)\left\|Z_{s}^{\prime}-Z_{s}\right\|^{2}\right\} d s .
\end{aligned}
$$

Noting that if $C_{\mu}, C_{\nu}<\min \left\{(\sqrt{3}-1) K_{h}, K_{\Psi} / \sqrt{3}\right\}$, with $\gamma=\frac{1}{\sqrt{3}}$, then all the coefficients of the right-hand side of the above inequality are negative. This implies that $X_{T}^{\prime}=X_{T} \mathbb{P}$-a.s. and for all $0 \leqslant s \leqslant T, X_{s}^{\prime}=X_{s}, Y_{s}^{\prime}=Y_{s}$, and $Z_{s}^{\prime}=Z_{s} \mathbb{P}$-a.s. Next, we take the expectation of Itô's formula for $\left|Y^{\prime}-Y\right|^{2}$,

$$
\begin{aligned}
& \mathbb{E}\left|Y_{0}^{\prime}-Y_{0}\right|^{2}+\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{\prime}-Z_{s}\right\|^{2} d s+\mathbb{E} \int_{0}^{T}\left|\Lambda_{s}^{\prime}-\Lambda_{s}\right|^{2} \bullet d[M]_{s} \\
& =\mathbb{E}\left|h\left(X_{T}^{\prime}, \alpha_{T}\right)-h\left(X_{T}, \alpha_{T}\right)\right|^{2}-2 \mathbb{E} \int_{0}^{T}\left\langle Y_{s}^{\prime}-Y_{s}, g\left(s, X_{s}^{\prime}, Y_{s}^{\prime}, Z_{s}^{\prime}, \alpha_{s}\right)-g\left(s, X_{s}, Y_{s}, Z_{s}, \alpha_{s}\right)\right\rangle d s
\end{aligned}
$$

Since $X_{T}^{\prime}=X_{T} \mathbb{P}$-a.s. and, for all $0 \leqslant s \leqslant T, X_{s}^{\prime}=X_{s}, Y_{s}^{\prime}=Y_{s}$, and $Z_{s}^{\prime}=Z_{s} \mathbb{P}$-a.s., we get

$$
\mathbb{E} \int_{0}^{T}\left|\Lambda_{s}^{\prime}-\Lambda_{s}\right|^{2} \bullet d[M]_{s}=0
$$

Thus, $\Lambda_{s}^{\prime}=\Lambda_{s}$ in $\mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$, yielding that the solution of 4.1.2 is unique.

### 2.2 Proof of Theorem 4.2.

(1) Existence of a solution: We will follow the same approach as in Theorem 4.1. Let $\delta>0$ and consider the sequence $\left(X^{n}, Y^{n}, Z^{n}, \Lambda^{n}\right)_{n \geqslant 0}$ defined recursively as follows: For $n=0$, put $\left(X^{0}, Y^{0}, Z^{0}, \Lambda^{0}\right)=(0,0,0,0)$. For $n \geqslant 0$, let $\left(X^{n+1}, Y^{n+1}, Z^{n+1}, \Lambda^{n+1}\right)$ be the stochastic process in $\mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right) \times \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ which is the unique solution of the following FBSDE

$$
\left\{\begin{align*}
X_{t}^{n+1}=\xi & +\int_{0}^{t}\left(f\left(s, X_{s}^{n+1}, Y_{s}^{n+1}, Z_{s}^{n+1}, \nu_{s}^{n}, \alpha_{s}\right)-\delta Y_{s}^{n+1}+\delta Y_{s}^{n}\right) d s \\
& +\int_{0}^{t} \sigma\left(s, X_{s}^{n+1}, Y_{s}^{n+1}, Z_{s}^{n+1}, \alpha_{s}\right) d W_{s},  \tag{4.2.20}\\
Y_{t}^{n+1}= & h\left(X_{T}^{n+1}, \mu_{T}^{n}, \alpha_{T}\right)-\int_{t}^{T} g\left(s, X_{s}^{n+1}, Y_{s}^{n+1}, Z_{s}^{n+1}, \nu_{s}^{n}, \alpha_{s}\right) d s \\
& -\int_{t}^{T} Z_{s}^{n+1} d W_{s}-\int_{t}^{T} \Lambda_{s}^{n+1} \bullet d M_{s}, \quad 0 \leqslant t \leqslant T
\end{align*}\right.
$$

where $\nu_{s}^{n}:=\mathbb{P}_{\left(X_{s}^{n}, Y_{s}^{n} \mid \mathcal{F}_{s-}^{\alpha}\right)}$ and $\mu_{T}^{n}:=\mathbb{P}_{\left(X_{T}^{n} \mid \mathcal{F}_{T}^{\alpha}\right)}$. By virtue of Theorem 3.2 (under Assumptions $\left(\mathbf{C}_{0}\right)$ and $\left(\mathbf{H}_{0}\right)$ ), we know that this recursive FBSDE has a unique solution. For $n \geqslant 1$, $t \in[0, T]$, we define $\hat{X}_{t}^{n+1}, \hat{Y}_{t}^{n+1}, \hat{Z}_{t}^{n+1}, \hat{\Lambda}_{t}^{n+1}, \hat{h}^{n}(t), \hat{\varphi}^{n+1}(t), \bar{\varphi}^{n}(t)$ as in 4.2.2 and 4.2.3). As the diffusion coefficient $\sigma$ is assumed to be independent of the conditional measure, 4.2.3) implies $\bar{\sigma}^{n}(t) \equiv 0$.

Using Itô's formula and then taking the expectations, we obtain

$$
\begin{align*}
& \mathbb{E}\left\langle\hat{X}_{T}^{n+1}, h\left(X_{T}^{n+1}, \mu_{T}^{n}, \alpha_{T}\right)-h\left(X_{T}^{n}, \mu_{T}^{n-1}, \alpha_{T}\right)\right\rangle+\delta \mathbb{E} \int_{0}^{T}\left|\hat{Y}_{s}^{n+1}\right|^{2} d s \\
& =\delta \mathbb{E} \int_{0}^{T}\left\langle\hat{Y}_{s}^{n+1}, \hat{Y}_{s}^{n}\right\rangle d s+\mathbb{E} \int_{0}^{T}\left(\left\langle\hat{Y}_{s}^{n+1}, \hat{f}^{n+1}(s)\right\rangle+\left\langle\hat{X}_{s}^{n+1}, \hat{g}^{n+1}(s)\right\rangle+\left[\hat{Z}_{s}^{n+1}, \hat{\sigma}^{n+1}(s)\right]\right) d s . \tag{4.2.21}
\end{align*}
$$

Similar to 4.2.7), for any $\epsilon>0$, we have

$$
\begin{equation*}
\mathbb{E}\left\langle\hat{X}_{T}^{n+1}, h\left(X_{T}^{n+1}, \mu_{T}^{n}, \alpha_{T}\right)-h\left(X_{T}^{n}, \mu_{T}^{n-1}, \alpha_{T}\right)\right\rangle \geqslant\left(K_{h}-\frac{C_{\mu} \epsilon}{2}\right) \mathbb{E}\left|\hat{X}_{T}^{n+1}\right|^{2}-\frac{C_{\mu}}{2 \epsilon} \mathbb{E}\left|\hat{X}_{T}^{n}\right|^{2} . \tag{4.2.22}
\end{equation*}
$$

By the Lipschitz continuity of $f, h, \sigma$ (assumption (C1)), Young's inequality, and using $\bar{\sigma}^{n}(t) \equiv 0$ and applying assumption (L2) instead of (H2), for every $0 \leqslant t \leqslant T$ and any $\gamma>0$, we have

$$
\begin{aligned}
& \left\langle\hat{X}_{t}^{n+1}, \hat{g}^{n+1}(t)\right\rangle+\left\langle\hat{Y}_{t}^{n+1}, \hat{f}^{n+1}(t)\right\rangle+\left[\hat{Z}_{t}^{n+1}, \hat{\sigma}^{n+1}(t)\right] \\
& =\Psi\left(t, \Theta_{t}^{n+1}, \Theta_{t}^{n}, \nu_{t}^{n}, \alpha_{t}\right)+\left\langle\hat{X}_{t}^{n+1}, \bar{g}^{n}(t)\right\rangle+\left\langle\hat{Y}_{t}^{n+1}, \bar{f}^{n}(t)\right\rangle \\
& \leqslant-K_{\Psi}\left(\left|\hat{X}_{t}^{n+1}\right|^{2}+\left|\hat{Y}_{t}^{n+1}\right|^{2}\right)+\left|\hat{X}_{t}^{n+1}\right|\left|\bar{g}^{n}(t)\right|+\left|\hat{Y}_{t}^{n+1}\right|\left|\bar{f}^{n}(t)\right| \\
& \leqslant-K_{\Psi}\left(\left|\hat{X}_{t}^{n+1}\right|^{2}+\left|\hat{Y}_{t}^{n+1}\right|^{2}\right)+C_{\nu} W_{2}\left(\nu_{t}^{n}, \nu_{t}^{n-1}\right)\left(\left|\hat{X}_{t}^{n+1}\right|+\left|\hat{Y}_{t}^{n+1}\right|\right) \\
& \leqslant\left(\frac{C_{\nu}}{2 \gamma}-K_{\Psi}\right)\left(\left|\hat{X}_{t}^{n+1}\right|^{2}+\left|\hat{Y}_{t}^{n+1}\right|^{2}\right)+\gamma C_{\nu} W_{2}^{2}\left(\nu_{t}^{n}, \nu_{t}^{n-1}\right) .
\end{aligned}
$$

Using (4.2.4) leads to the following inequality which is similar to 4.2.8)

$$
\begin{align*}
& \mathbb{E} \int_{0}^{T}\left(\left\langle\hat{X}_{s}^{n+1}, \hat{g}^{n+1}(s)\right\rangle+\left\langle\hat{Y}_{s}^{n+1}, \hat{f}^{n+1}(s)\right\rangle+\left[\hat{Z}_{s}^{n+1}, \hat{\sigma}^{n+1}(s)\right]\right) d s  \tag{4.2.23}\\
& \leqslant \mathbb{E} \int_{0}^{T}\left(\frac{C_{\nu}}{2 \gamma}-K_{\Psi}\right)\left(\left|\hat{X}_{s}^{n+1}\right|^{2}+\left|\hat{Y}_{s}^{n+1}\right|^{2}\right) d s+\gamma C_{\nu} \mathbb{E} \int_{0}^{T}\left(\left|\hat{X}_{s}^{n}\right|^{2}+\left|\hat{Y}_{s}^{n}\right|^{2}\right) d s
\end{align*}
$$

On the other hand, in view of Young's inequality, we also have

$$
\begin{equation*}
\delta \mathbb{E} \int_{0}^{T}\left\langle\hat{Y}_{s}^{n+1}, \hat{Y}_{s}^{n}\right\rangle d s \leqslant \frac{\delta}{2} \mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n+1}\right|^{2}+\left|\hat{Y}_{s}^{n}\right|^{2}\right) d s \tag{4.2.24}
\end{equation*}
$$

Applying now (4.2.22), 4.2.23), and 4.2.24), to 4.2.21, yields

$$
\begin{aligned}
& \left(K_{h}-\frac{C_{\mu} \epsilon}{2}\right) \mathbb{E}\left|\hat{X}_{T}^{n+1}\right|^{2}-\frac{C_{\mu}}{2 \epsilon} \mathbb{E}\left|\hat{X}_{T}^{n}\right|^{2}+\delta \mathbb{E} \int_{0}^{T}\left|\hat{Y}_{s}^{n+1}\right|^{2} d s \\
& \leqslant\left(\frac{C_{\nu}}{2 \gamma}-K_{\Psi}\right) \mathbb{E} \int_{0}^{T}\left(\left|\hat{X}_{s}^{n+1}\right|^{2}+\left|\hat{Y}_{s}^{n+1}\right|^{2}\right) d s \\
& \quad+\gamma C_{\nu} \mathbb{E} \int_{0}^{T}\left(\left|\hat{X}_{s}^{n}\right|^{2}+\left|\hat{Y}_{s}^{n}\right|^{2}\right) d s+\frac{\delta}{2} \mathbb{E} \int_{0}^{T}\left(\left|\hat{Y}_{s}^{n+1}\right|^{2}+\left|\hat{Y}_{s}^{n}\right|^{2}\right) d s
\end{aligned}
$$

Rearranging terms, we obtain

$$
\begin{align*}
& \left(K_{h}-\frac{C_{\mu} \epsilon}{2}\right) \mathbb{E}\left|\hat{X}_{T}^{n+1}\right|^{2}+\left(K_{\Psi}-\frac{C_{\nu}}{2 \gamma}\right) \mathbb{E} \int_{0}^{T}\left|\hat{X}_{s}^{n+1}\right|^{2} d s+\left(\frac{\delta}{2}+K_{\Psi}-\frac{C_{\nu}}{2 \gamma}\right) \mathbb{E} \int_{0}^{T}\left|\hat{Y}_{s}^{n+1}\right|^{2} d s \\
& \leqslant \frac{C_{\mu}}{2 \epsilon} \mathbb{E}\left|\hat{X}_{T}^{n}\right|^{2}+\gamma C_{\nu} \mathbb{E} \int_{0}^{T}\left|\hat{X}_{s}^{n}\right|^{2} d s+\left(\gamma C_{\nu}+\frac{\delta}{2}\right) \mathbb{E} \int_{0}^{T}\left|\hat{Y}_{s}^{n}\right|^{2} d s \tag{4.2.25}
\end{align*}
$$

Define

$$
\lambda(\epsilon, \delta, \gamma) \triangleq \min \left\{K_{h}-\frac{C_{\mu} \epsilon}{2}, K_{\Psi}-\frac{C_{\nu}}{2 \gamma}\right\}, \quad \theta(\epsilon, \delta, \gamma) \triangleq \max \left\{\frac{C_{\mu}}{2 \epsilon}, \gamma C_{\nu}+\frac{\delta}{2}\right\} .
$$

Then 4.2.25 implies
$\mathbb{E}\left[\left|\hat{X}_{T}^{n+1}\right|^{2}+\int_{0}^{T}\left(\left|\hat{X}_{s}^{n+1}\right|^{2}+\left|\hat{Y}_{s}^{n+1}\right|^{2}\right) d s\right] \leqslant \frac{\theta(\epsilon, \delta, \gamma)}{\lambda(\epsilon, \delta, \gamma)} \mathbb{E}\left[\left|\hat{X}_{T}^{n}\right|^{2}+\int_{0}^{T}\left(\left|\hat{X}_{s}^{n+1}\right|^{2}+\left|\hat{Y}_{s}^{n+1}\right|^{2}\right) d s\right]$.

Now, we assume temporarily that if there exist $\epsilon, \delta$, and $\gamma$ such that

$$
\begin{equation*}
\lambda(\epsilon, \delta, \gamma)>\theta(\epsilon, \delta, \gamma) \tag{4.2.27}
\end{equation*}
$$

Then the inequality 4.2.26) becomes a contraction, which implies that $\left(X_{T}^{n}\right)_{n \geqslant 0}$ is a Cauchy sequence in $\mathcal{L}^{2}(\Omega, \mathbb{P})$ and $\left(X^{n}\right)_{n \geqslant 0}$ and $\left(Y^{n}\right)_{n \geqslant 0}$ are Cauchy sequences in $\mathcal{L}^{2}([0, T] \times \Omega, d t \otimes d \mathbb{P})$. As a consequence, we can show that 4.1.5 has a solution. Indeed, taking the expectation
of Itô's formula, using (C1) and (4.2.4), we have

$$
\begin{aligned}
& \mathbb{E}\left|\hat{Y}_{t}^{n}\right|^{2}+\mathbb{E} \int_{t}^{T}\left\|\hat{Z}_{s}^{n}\right\|^{2} d s+\mathbb{E} \int_{t}^{T}\left|\hat{\Lambda}_{s}^{n}\right|^{2} \bullet d[M]_{s} \\
& =\mathbb{E}\left|\hat{h}^{n}(T)\right|^{2}-2 \mathbb{E} \int_{t}^{T}\left\langle\hat{Y}_{s}^{n}, \hat{g}^{n}(s)\right\rangle d s \\
& \leqslant \mathbb{E}\left|\hat{h}^{n}(T)\right|^{2}+2 \mathbb{E} \int_{t}^{T}\left|\hat{Y}_{s}^{n}\right|\left[C_{\theta}\left(\left|\hat{X}_{s}^{n}\right|+\left|\hat{Y}_{s}^{n}\right|+\left\|\hat{Z}_{s}^{n}\right\|\right)+C_{\nu} \sqrt{\mathbb{E}\left(\left|\hat{X}_{s}^{n-1}\right|^{2}+\left|\hat{Y}_{s}^{n-1}\right|^{2} \mid \mathcal{F}_{s-}^{\alpha}\right)}\right] d s \\
& \leqslant \mathbb{E}\left|\hat{h}^{n}(T)\right|^{2}+\mathbb{E} \int_{t}^{T}\left[\left(2 C_{\theta}^{2}+3 C_{\theta}+C_{\nu}\right)\left|\hat{Y}_{s}^{n}\right|^{2}+C_{\theta}\left|\hat{X}_{s}^{n}\right|^{2}+C_{\nu}\left|\hat{X}_{s}^{n-1}\right|^{2}+C_{\nu}\left|\hat{Y}_{s}^{n-1}\right|^{2}+\frac{1}{2}\left\|\hat{Z}_{s}^{n}\right\|^{2}\right] d s .
\end{aligned}
$$

Subsequently,

$$
\begin{aligned}
& \mathbb{E}\left|\hat{Y}_{0}^{n}\right|^{2}+\frac{1}{2} \mathbb{E} \int_{0}^{T}\left\|\hat{Z}_{s}^{n}\right\|^{2} d s+\mathbb{E} \int_{0}^{T}\left|\hat{\Lambda}_{s}^{n}\right|^{2} \bullet d[M]_{s} \\
& \leqslant \mathbb{E}\left|\hat{h}^{n}(T)\right|^{2}+\mathbb{E} \int_{0}^{T}\left[\left(2 C_{\theta}^{2}+3 C_{\theta}+C_{\nu}\right)\left|\hat{Y}_{s}^{n}\right|^{2}+C_{\theta}\left|\hat{X}_{s}^{n}\right|^{2}+C_{\nu}\left|\hat{X}_{s}^{n-1}\right|^{2}+C_{\nu}\left|\hat{Y}_{s}^{n-1}\right|^{2}\right] d s \longrightarrow 0
\end{aligned}
$$

since $\left(X_{T}^{n}\right)_{n \geqslant 0},\left(X^{n}\right)_{n \geqslant 0}$, and $\left(Y^{n}\right)_{n \geqslant 0}$ are Cauchy sequences. Thus, $\left(Z^{n}\right)_{n \geqslant 0}$ and $\left(\Lambda^{n}\right)_{n \geqslant 0}$ are also Cauchy sequences. As a result,

$$
\mathbb{E}\left[\sup _{s \leqslant T}\left(\left|X_{s}^{n}-X_{s}^{m}\right|^{2}+\left|Y_{s}^{n}-Y_{s}^{m}\right|^{2}\right)\right] \rightarrow 0 \text { as } n, m \rightarrow \infty .
$$

By the Banach fixed point theorem, there exist $\mathbb{F}$-adapted càdlàg processes $X$ and $Y$, an $\mathcal{F}$ progressively measurable process $Z$ and a collection of $\mathcal{F}$-progressively measurable functions $\Lambda$ such that
$\mathbb{E}\left[\sup _{s \leqslant T}\left(\left|X_{s}^{n}-X_{s}\right|^{2}+\left|Y_{s}^{n}-Y_{s}\right|^{2}\right)+\int_{0}^{T}\left\|Z_{s}^{n}-Z_{s}\right\|^{2} d s+\int_{0}^{T}\left|\Lambda_{s}^{n}-\Lambda_{s}\right|^{2} \cdot d[M]_{s}\right] \rightarrow 0$ as $n \rightarrow \infty$ and

$$
\mathbb{E}\left[\sup _{s \leqslant T}\left(\left|X_{s}\right|^{2}+\left|Y_{s}\right|^{2}\right)+\int_{0}^{T}\left\|Z_{s}\right\|^{2} d s+\int_{0}^{T}\left|\Lambda_{s}\right|^{2} \bullet d[M]_{s}\right]<\infty .
$$

Taking the limits in equation 4.2.20, we obtain that $(X, Y, Z, \Lambda)$ is a solution of 4.1.5).
Next, we are to show that such $\gamma, \epsilon$, and $\delta$ exist when the condition 4.1.6 is satisfied. In fact, to make the contraction meaningful, we assume $K_{h}-\frac{C_{\mu} \epsilon}{2}$ and $K_{\Psi}-\frac{C_{\nu}}{2 \gamma}$ are positive.

Since $\delta>0$ can be chosen small enough, denote

$$
\begin{aligned}
& \theta^{*}(\epsilon, \gamma)=\lim _{\delta \rightarrow 0} \theta(\epsilon, \delta, \gamma)=\max \left\{\frac{C_{\mu}}{2 \epsilon}, \gamma C_{\nu}\right\}, \\
& \lambda^{*}(\epsilon, \gamma)=\lim _{\delta \rightarrow 0} \lambda(\epsilon, \delta, \gamma)=\min \left\{K_{h}-\frac{C_{\mu} \epsilon}{2}, K_{\Psi}-\frac{C_{\nu}}{2 \gamma}\right\} .
\end{aligned}
$$

If we have $\lambda^{*}(\epsilon, \gamma)>\theta^{*}(\epsilon, \gamma)$ for some $\epsilon$ and $\gamma$, then there exists $\delta$ small enough such 4.2.27) is satisfied. Note that $\lambda^{*}(\epsilon, \gamma)>\theta^{*}(\epsilon, \gamma)$, equivalent to having the following inequalities:

$$
\begin{equation*}
K_{h}>\frac{C_{\mu}}{2}\left(\epsilon+\frac{1}{\epsilon}\right), \quad K_{h}>\frac{C_{\mu} \epsilon}{2}+\gamma C_{\nu}, \quad K_{\Psi}>\frac{C_{\nu}}{2 \gamma}+\frac{C_{\mu}}{2 \epsilon}, \quad K_{\Psi}>C_{\nu}\left(\gamma+\frac{1}{2 \gamma}\right) . \tag{4.2.28}
\end{equation*}
$$

Similar to the proof in Theorem 4.1. we choose $\epsilon=1$ and $\gamma=\frac{\sqrt{2}}{2}$. Let $\eta_{1}, \eta_{2}>0$ such that $C_{\nu}, C_{\mu}<\min \left\{\eta_{1} K_{h}, \eta_{2} K_{\Psi}\right\}$. Without loss of the generality, we assume that $\eta_{1} K_{h} \leqslant \eta_{2} K_{\Psi}$ (the result in the other direction turns out to be the same). Then 4.2.28) holds if the following system of inequalities hold

$$
\begin{equation*}
K_{h}>C_{\mu}, \quad K_{h}>\frac{\eta_{1} K_{h}}{2}(\sqrt{2}+1), \quad K_{\Psi}>\frac{\eta_{1} K_{h}}{2}(\sqrt{2}+1), \quad K_{\Psi}>\sqrt{2} C_{\nu} \tag{4.2.29}
\end{equation*}
$$

From the second inequality, we obtain $\eta_{1}<2(\sqrt{2}-1)$. The third inequality in 4.2 .29 holds if the next inequality

$$
\frac{\eta_{1} K_{h}}{2}(\sqrt{2}+1)<\frac{\eta_{1} K_{h}}{\eta_{2}}
$$

holds. This implies $\eta_{2}<2(\sqrt{2}-1)$. From the fourth inequality in 4.2.29) we have $C_{\nu}<$ $\frac{\sqrt{2}}{2} K_{\Psi}$. Note that $\frac{\sqrt{2}}{2}<2(\sqrt{2}-1)$. Combining these we obtain the sufficient condition $C_{\nu}, C_{\mu}<\min \left\{2(\sqrt{2}-1) K_{h}, \frac{\sqrt{2}}{2} K_{\Psi}\right\}$ for which $\lambda(\epsilon, \delta, \alpha)>\theta(\epsilon, \delta, \alpha)$ when $\epsilon=1, \gamma=\frac{\sqrt{2}}{2}$ and $\delta>0$ small enough.
(2) Uniqueness of the solution: Let $\left(X^{\prime}, Y^{\prime}, Z^{\prime}, \Lambda^{\prime}\right)$ be another solution to 4.1.5. Let $\Theta=$ $(X, Y, Z)$ and $\Theta^{\prime}=\left(X^{\prime}, Y^{\prime}, Z^{\prime}\right)$. Similar to the proof of Theorem4.1, we take the expectation of Itô's formula to the product $\left\langle X^{\prime}-X, Y^{\prime}-Y\right\rangle$ and obtain

$$
\begin{equation*}
\mathbb{E}\left\langle X_{T}^{\prime}-X_{T}, Y_{T}^{\prime}-Y_{T}\right\rangle=\Gamma_{T} \tag{4.2.30}
\end{equation*}
$$

where

$$
\begin{align*}
\Gamma_{T} \triangleq \mathbb{E} \int_{0}^{T}\left(\left\langleX_{s}^{\prime}-X_{s}, g\left(s, \Theta_{s}^{\prime},\right.\right.\right. & \left.\left.\mathbb{P}_{\left(X_{s}^{\prime}, Y_{s}^{\prime} \mid F_{s-}^{\alpha}\right)}, \alpha_{s}\right)-g\left(s, \Theta_{s}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid F_{s-}^{\alpha}\right)}, \alpha_{s}\right)\right\rangle \\
+\left\langle Y_{s}^{\prime}-Y_{s}, f\left(s, \Theta_{s}^{\prime},\right.\right. & \left.\left.\mathbb{P}_{\left(X_{s}^{\prime}, Y_{s}^{\prime} \mid F_{s-}^{\alpha}\right)}, \alpha_{s}\right)-f\left(s, \Theta_{s}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid F_{s-}^{\alpha}\right)}, \alpha_{s}\right)\right\rangle  \tag{4.2.31}\\
& \left.+\left[\sigma\left(s, \Theta_{s}^{\prime}, \alpha_{s}\right)-\sigma\left(s, \Theta_{s}, \alpha_{s}\right), Z_{s}^{\prime}-Z_{s}\right]\right) d s
\end{align*}
$$

Note that Assumption (L1) is the same as Assumption (H1), so 4.2.17) still holds true. That is,

$$
\begin{equation*}
\Gamma_{T} \geqslant\left(K_{h}-C_{\mu}\right) \mathbb{E}\left|X_{T}^{\prime}-X_{T}\right|^{2} \tag{4.2.32}
\end{equation*}
$$

On the other hand, in view of Assumption (L2) and 4.2.18), we have

$$
\begin{align*}
\Gamma_{T} \leqslant & \mathbb{E}
\end{align*} \int_{0}^{T}\left[\Psi\left(s, \Theta_{s}, \Theta_{s}^{\prime}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right) .\right.
$$

Combining 4.2.32) and 4.2.33), we obtain

$$
0 \leqslant\left(C_{\mu}-K_{h}\right) \mathbb{E}\left|X_{T}^{\prime}-X_{T}\right|^{2}+\left[\frac{C_{\nu}}{2}\left(2 \gamma+\frac{1}{\gamma}\right)-K_{\Psi}\right] \mathbb{E} \int_{0}^{T}\left(\left|X_{s}^{\prime}-X_{s}\right|^{2}+\left|Y_{s}^{\prime}-Y_{s}\right|^{2}\right) d s
$$

Noting now that $C_{\mu}, C_{\nu}<\min \left\{2(\sqrt{2}-1) K_{h}, K_{\Psi} / \sqrt{2}\right\}$, with $\gamma=\frac{1}{\sqrt{2}}$, all the coefficients of the right hand side of the above inequality are negative, which implies that, $X_{T}^{\prime}=X_{T} \mathbb{P}$-a.s. and for all $0 \leqslant s \leqslant T, X_{s}^{\prime}=X_{s}$ and $Y_{s}^{\prime}=Y_{s}, \mathbb{P}$-a.s.

Now we take the expectation of Itô's formula for $\left|Y^{\prime}-Y\right|^{2}$,

$$
\begin{aligned}
& \mathbb{E}\left|Y_{0}^{\prime}-Y_{0}\right|^{2}+\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{\prime}-Z_{s}\right\|^{2} d s+\mathbb{E} \int_{0}^{T}\left|\Lambda_{s}^{\prime}-\Lambda_{s}\right|^{2} \bullet d[M]_{s} \\
& =\mathbb{E}\left|h\left(X_{T}^{\prime}, \alpha_{T}\right)-h\left(X_{T}, \alpha_{T}\right)\right|^{2} \\
& \quad-2 \mathbb{E} \int_{0}^{T}\left\langle Y_{s}^{\prime}-Y_{s}, g\left(s, \Theta_{s}^{\prime}, \mathbb{P}_{\left(X_{s}^{\prime}, Y_{s}^{\prime} \mid \mathcal{F}_{s-}^{\alpha}\right)}, \alpha_{s}\right)-g\left(s, \Theta_{s}, \mathbb{P}_{\left(X_{s}, Y_{s} \mid F_{s-}^{\alpha}\right)}, \alpha_{s}\right)\right\rangle d s .
\end{aligned}
$$

Since $X_{T}^{\prime}=X_{T} \mathbb{P}$-a.s. and for all $0 \leqslant s \leqslant T, X_{s}^{\prime}=X_{s}$ and $Y_{s}^{\prime}=Y_{s} \mathbb{P}$-a.s., we get

$$
\mathbb{E} \int_{0}^{T}\left\|Z_{s}^{\prime}-Z_{s}\right\|^{2} d s+\mathbb{E} \int_{0}^{T}\left|\Lambda_{s}^{\prime}-\Lambda_{s}\right|^{2} \bullet d[M]_{s}=0
$$

Thus, $Z^{\prime}=Z\left(\right.$ in $\left.\mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right)\right)$ and $\Lambda^{\prime}=\Lambda\left(\operatorname{in} \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)\right)$, yielding that the solution of (4.1.2) is unique.

Note that with a little effort, we can show that Theorem 4.1 still hold true if $\mathbb{P}_{\left(X_{s}, Y_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}$ is replaced by $\mathbb{P}_{\left(X_{s}, Y_{s}, Z_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)}$ in 4.1.2). Nevertheless, with the present approach, we cannot include $\Lambda_{s}$ to these probability measures. If $\Lambda_{s}$ is included, $\nu_{s}^{n}=\mathbb{P}_{\left(X_{s}^{n}, Y_{s}^{n}, Z_{s}^{n}, \Lambda_{s}^{n} \mid \mathcal{F}_{s}^{\alpha}\right)}$ and by virtue of (4.1.1), to estimate the term involving $W_{2}^{2}\left(\nu_{s}^{n}, \nu_{s}^{n-1}\right)$, one needs some estimate of the expected value $\mathbb{E} \int_{0}^{T}\left|\hat{\Lambda}_{s}^{n}\right|^{2} d s$ which is not possible because the quadratic variations of the martingale associate with the Markov chain are random.

# CHAPTER 5 Application in Conditional Mean-Field Nonzero-sum Game 

In this chapter, we consider a nonzero-sum game problem with $N$ players in which the dynamics and cost functionals of each player depend on conditional mean-field terms and a regime-switching process. Let $N, d_{i}, 1 \leqslant i \leqslant N$, be positive integers. For each $i, 1 \leqslant i \leqslant N$, let $\mathcal{U}^{i}=\mathcal{L}\left(0, T ; \mathbb{R}^{d_{i}}\right)$ be the set of admissible controls of the player $i$ and denote $\mathcal{U}=$ $\mathcal{U}^{1} \times \mathcal{U}^{2} \times \ldots \times \mathcal{U}^{N}$. The dynamics of the system is given by the following conditional mean-field SDE

$$
\begin{align*}
X_{t}=x_{0}+ & \int_{0}^{t}\left[A\left(s, \alpha_{s}\right) X_{s}+\bar{A}\left(s, \alpha_{s}\right) \mathbb{E}\left(X_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)+\sum_{i=1}^{N} B^{i}\left(s, \alpha_{s}\right) u_{s}^{i}+f\left(s, \alpha_{s}\right)\right] d s \\
& +\int_{0}^{t}\left[\sigma\left(s, \alpha_{s}\right) X_{s}+g\left(s, \alpha_{s}\right)\right] d W_{s} \tag{5.0.1}
\end{align*}
$$

where for each $i_{0} \in \mathcal{M}$ and $1 \leqslant i \leqslant N, u^{i} \in \mathcal{U}^{i}, A\left(\cdot, i_{0}\right), \bar{A}\left(\cdot, i_{0}\right), B^{i}\left(\cdot, i_{0}\right), f\left(\cdot, i_{0}\right)$, and $g\left(\cdot, i_{0}\right)$ are bounded continuous functions taking values in $\mathbb{R}^{d \times d}, \mathbb{R}^{d \times d}, \mathbb{R}^{d \times d_{i}}, \mathbb{R}^{d}$, and $\mathbb{R}^{d}$, respectively. In addition, $\sigma\left(\cdot, i_{0}\right)$ is a continuous function taking values in $\mathbb{R}^{d \times d}$.

Note that the mean-field SDE (5.0.1) is obtained as the mean-square limit as $n \rightarrow \infty$ of a system of interacting players of the form

$$
\begin{aligned}
X_{t}^{k, n}=x_{0} & +\int_{0}^{t}\left[A\left(s, \alpha_{s}\right) X_{s}^{k, n}+\frac{1}{n} \bar{A}\left(s, \alpha_{s}\right) \mathbb{E} \sum_{j=1}^{n} X_{s}^{j, n}+\sum_{i=1}^{N} B^{i}\left(s, \alpha_{s}\right) u_{s}^{i, k, n}+f\left(s, \alpha_{s}\right)\right] d s \\
& +\int_{0}^{t}\left[\sigma\left(s, \alpha_{s}\right) X_{s}^{k, n}+g\left(s, \alpha_{s}\right)\right] d W_{s}^{k}, \quad 1 \leqslant k \leqslant n
\end{aligned}
$$

where $\left(W^{k}, k \geqslant 1\right)$ is a collection of independent standard Brownian motions. Due to the symmetry of the dynamics, we assume that the social planners apply the same control
policies for all players in the feedback forms

$$
u_{t}^{i, k, n}=\phi^{i}\left(t, X_{t}^{k, n}, \frac{1}{n} \sum_{j=1}^{n} X_{t}^{j, n}, \alpha_{t}\right) .
$$

In 5.0.1), the conditional expectation $\mathbb{E}\left(X_{s} \mid \mathcal{F}_{s}^{\alpha}\right)$ appears instead of the expectation $\mathbb{E}\left(X_{s}\right)$ because of the effect of the common switching process $\alpha_{t}$ to all the players.

For simplicity, through out this section we assume that $W_{s}$ is a scalar Brownian motion. The case with multidimensional Brownian motion $W_{s}$ can be treated in a similar way. Given a control $\mathbf{u}=\left(u^{1}, u^{2}, \ldots, u^{N}\right) \in \mathcal{U}$, the cost functional of the player $i$ is given by

$$
\begin{align*}
J_{i}(\mathbf{u})=\frac{1}{2} \mathbb{E}\{ & \int_{0}^{T}\left[X_{s}^{\top} M^{i}\left(s, \alpha_{s}\right) X_{s}+\mathbb{E}\left(X_{s}^{\top} \mid \mathcal{F}_{s-}^{\alpha}\right) \overline{M^{i}}\left(s, \alpha_{s}\right) \mathbb{E}\left(X_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)+\left(u_{s}^{i}\right)^{\top} N^{i}\left(s, \alpha_{s}\right) u_{s}^{i}\right] d s \\
& \left.+X_{T}^{\top} R^{i}\left(\alpha_{T}\right) X_{T}+\mathbb{E}\left(X_{T}^{\top} \mid \mathcal{F}_{T}^{\alpha}\right) \bar{R}^{i}\left(\alpha_{T}\right) \mathbb{E}\left(X_{T} \mid \mathcal{F}_{T}^{\alpha}\right)\right\} \tag{5.0.2}
\end{align*}
$$

where for each $i_{0} \in \mathcal{M}$ and $1 \leqslant i \leqslant N, M^{i}\left(\cdot, i_{0}\right)$ and $\bar{M}^{i}\left(\cdot, i_{0}\right)$ are bounded continuous symmetric non-negative matrices with values in $\mathbb{R}^{d \times d}, N^{i}\left(\cdot, i_{0}\right)$ and its inverse $\left(N^{i}\left(\cdot, i_{0}\right)\right)^{-1}$ are bounded continuous symmetric positive matrices with values in $\mathbb{R}^{d_{i} \times d_{i}}$, and $R^{i}\left(i_{0}\right)$ and $\bar{R}^{i}\left(i_{0}\right)$ are symmetric non-negative matrices with values in $\mathbb{R}^{d \times d}$.

An admissible control $\mathbf{u}^{*}=\left(u^{*, 1}, u^{*, 2}, \ldots, u^{*, N}\right) \in \mathcal{U}$ is called a Nash equilibrium point if for any $1 \leqslant i \leqslant N$,

$$
J_{i}\left(\mathbf{u}^{*}\right) \leqslant J_{i}\left(\mathbf{u}^{*,-i}, u^{i}\right), \quad \forall u^{i} \in \mathcal{U}^{i}
$$

where $\left(\mathbf{u}^{*,-i}, u^{i}\right)=\left(u^{*, 1}, u^{*, 2}, \ldots, u^{*, i-1}, u^{i}, u^{*, i+1}, \ldots, u^{*, N}\right)$. We are interested in finding a Nash equilibrium point for the aforementioned game problem.

For each $\left(t, x, \bar{x}, u^{1}, u^{2}, \ldots, u^{N}, p^{i}, q^{i}, i_{0}\right) \in[0, T] \times \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{R}^{d_{1}} \times \mathbb{R}^{d_{2}} \times \ldots \times \mathbb{R}^{d_{N}} \times \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathcal{M}$, $1 \leqslant i \leqslant N$, denote the Hamiltonian associated with the player $i$ as follow

$$
\begin{aligned}
H_{i}\left(t, x, \bar{x}, u^{1}, u^{2}, \ldots, u^{N}, p^{i}, q^{i}, i_{0}\right)= & \left(p^{i}\right)^{\top}\left[A\left(t, i_{0}\right) x+\bar{A}\left(t, i_{0}\right) \bar{x}+\sum_{j=1}^{N} B^{j}\left(t, i_{0}\right) u^{j}+f\left(t, i_{0}\right)\right] \\
& +\frac{1}{2}\left[x^{\top} M^{i}\left(t, i_{0}\right) x+\bar{x}^{\top} \bar{M}^{i}\left(t, i_{0}\right) \bar{x}+\left(u^{i}\right)^{\top} N^{i}\left(t, i_{0}\right) u^{i}\right] \\
& +\left(\sigma^{\top}\left(t, i_{0}\right) x+g\left(t, i_{0}\right)\right)^{\top} q^{i}
\end{aligned}
$$

In addition, define the function $\hat{u}^{i}$ by

$$
\hat{u}^{i}\left(t, p^{i}\right)=-\left(N^{i}\left(t, \alpha_{t}\right)\right)^{-1}\left(B^{i}\left(t, \alpha_{t}\right)\right)^{\top} p^{i}, \quad 0 \leqslant t \leqslant T
$$

It is easy to check that the functions $\hat{u}^{i}, 1 \leqslant i \leqslant N$, satisfy

$$
\begin{aligned}
& H_{i}\left(t, x, \bar{x}, \hat{u}^{1}\left(t, p^{1}\right), \hat{u}^{2}\left(t, p^{2}\right), \ldots, \hat{u}^{N}\left(t, p^{N}\right), p^{i}, q^{i}, i_{0}\right) \\
& \leqslant H_{i}\left(t, x, \bar{x}, \hat{u}^{1}\left(t, p^{1}\right), \hat{u}^{2}\left(t, p^{2}\right), \ldots, \hat{u}^{i-1}\left(t, p^{i-1}\right), u^{i}, \hat{u}^{i+1}\left(t, p^{i+1}\right), \ldots, \hat{u}^{N}\left(t, p^{N}\right), p^{i}, q^{i}, i_{0}\right)
\end{aligned}
$$

for any $u^{i} \in \mathbb{R}^{d_{i}}, p^{i}, q^{i} \in \mathbb{R}^{d}, 1 \leqslant i \leqslant N$. We have the following proposition.
Proposition 5.1. The process $\left(X_{t},\left(p_{t}^{1}, q_{t}^{1}\right), \ldots,\left(p_{t}^{N}, q_{t}^{N}\right), \lambda_{t}^{1}, \ldots, \lambda_{t}^{N}\right)$ solves the following conditional mean-field FBSDE with regime switching

$$
\left\{\begin{align*}
X_{t}=x_{0} & +\int_{0}^{t}\left[A\left(s, \alpha_{s}\right) X_{s}+\bar{A}\left(s, \alpha_{s}\right) \mathbb{E}\left(X_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)+\sum_{i=1}^{N} B^{i}\left(s, \alpha_{s}\right) \hat{u}^{i}\left(s, p_{s}^{i}\right)+f\left(s, \alpha_{s}\right)\right] d s \\
& +\int_{0}^{t}\left[\sigma\left(s, \alpha_{s}\right) X_{s}+g\left(s, \alpha_{s}\right)\right] d W_{s} \\
p_{t}^{i}= & {\left[R^{i}\left(\alpha_{T}\right) X_{T}+\bar{R}^{i}\left(\alpha_{T}\right) \mathbb{E}\left(X_{T} \mid \mathcal{F}_{T}^{\alpha}\right)\right]+\int_{t}^{T}\left[A\left(s, \alpha_{s}\right)^{\top} p_{s}^{i}+\mathbb{E}\left(\bar{A}\left(s, \alpha_{s}\right)^{\top} p_{s}^{i} \mid \mathcal{F}_{s-}^{\alpha}\right)\right.} \\
& \left.\quad+M^{i}\left(s, \alpha_{s}\right) X_{s}+\bar{M}^{i}\left(s, \alpha_{s}\right) \mathbb{E}\left(X_{s} \mid \mathcal{F}_{s-}^{\alpha}\right)+\sigma\left(s, \alpha_{s}\right)^{\top} q_{s}^{i}\right] d s-\int_{t}^{T} q_{s}^{i} d W_{s}-\int_{t}^{T} \lambda_{s}^{i} \bullet d M_{s},
\end{align*}\right.
$$

if and only if the admissible control $\hat{\mathbf{u}}=\left(\hat{u}^{1}, \hat{u}^{2}, \ldots, \hat{u}^{N}\right)=\left(\hat{u}^{1}\left(t, p_{t}^{1}\right), \hat{u}^{2}\left(t, p_{t}^{2}\right), \ldots, \hat{u}^{N}\left(t, p_{t}^{N}\right)\right)$ is a Nash equilibrium point of the conditional mean-field nonzero-sum quadratic stochastic differential game.

Proof. First, we shall show that the condition is sufficient. Suppose that $\left(X_{t},\left(p_{t}^{1}, q_{t}^{1}\right), \ldots,\left(p_{t}^{N}, q_{t}^{N}\right)\right.$, $\left.\lambda_{t}^{1}, \ldots, \lambda_{t}^{N}\right)$ is a solution of (5.0.3). Fix $i, 1 \leqslant i \leqslant N$. Let $u^{i} \in \mathcal{U}^{i}$ and denote $\mathbf{u}^{i}=\left(\hat{\mathbf{u}}^{-i}, u^{i}\right)=$ $\left(\hat{u}^{1}, \ldots, \hat{u}^{i-1}, u^{i}, \hat{u}^{i+1}, \ldots, \hat{u}^{N}\right)$. Let $X_{t}^{i}$ be the state dynamics corresponding to the control $\mathbf{u}^{i}$. For simplicity, denote $\hat{u}^{i}(s)=\hat{u}^{i}\left(s, p_{s}^{i}\right), \bar{X}_{s}=\mathbb{E}\left(X_{s} \mid \mathcal{F}_{s-}^{\alpha}\right), \bar{X}_{s}^{i}=\mathbb{E}\left(X_{s}^{i} \mid \mathcal{F}_{s-}^{\alpha}\right)$, and $\bar{p}_{s}^{i}=\mathbb{E}\left(p_{s}^{i} \mid \mathcal{F}_{s-}^{\alpha}\right)$ for $0 \leqslant s \leqslant T$. As a consequence, $\bar{X}_{s}^{\top}=\mathbb{E}\left(X_{s}^{\top} \mid \mathcal{F}_{s-}^{\alpha}\right)$ and $\left(\bar{X}_{s}^{i}\right)^{\top}=\mathbb{E}\left[\left(X_{s}^{i}\right)^{\top} \mid \mathcal{F}_{s-}^{\alpha}\right]$. It suffices to prove that $J_{i}\left(\mathbf{u}^{i}\right) \geqslant J_{i}(\hat{\mathbf{u}})$.

To proceed, we observe that for any symmetric non-negative $n \times n$ matrix $S$ and $v^{1}, v^{2} \in$ $\mathbb{R}^{n}$ we have

$$
\left(v^{1}\right)^{\top} S v^{1}-\left(v^{2}\right)^{\top} S v^{2}=\left(v^{1}-v^{2}\right)^{\top} S\left(v^{1}-v^{2}\right)+2\left(v^{1}-v^{2}\right)^{\top} S v^{2} \geqslant 2\left(v^{1}-v^{2}\right)^{\top} S v^{2} .
$$

Note that $M^{i}\left(s, \alpha_{s}\right), \bar{M}^{i}\left(s, \alpha_{s}\right), N^{i}\left(s, \alpha_{s}\right), R^{i}\left(\alpha_{T}\right)$ and $\bar{R}^{i}\left(\alpha_{T}\right)$ are all symmetric non-negative matrices. Hence, using the definition of $J_{i}(\cdot)$ and then above inequality yields

$$
\begin{align*}
& J_{i}\left(\mathbf{u}^{i}\right)- J_{i}(\hat{\mathbf{u}})=J_{i}\left(\hat{u}_{1}, \ldots, \hat{u}_{i-1}, u^{i}, \hat{u}_{i+1}, \ldots, \hat{u}_{N}\right)-J_{i}(\hat{u}) \\
&=\frac{1}{2} \mathbb{E}\{ \int_{0}^{T}\left[\left(X_{s}^{i}\right)^{\top} M^{i}\left(s, \alpha_{s}\right) X_{s}^{i}-X_{s}^{\top} M^{i}\left(s, \alpha_{s}\right) X_{s}+\left(\bar{X}_{s}^{i}\right)^{\top} \bar{M}^{i}\left(s, \alpha_{s}\right) \bar{X}_{s}^{i}-\bar{X}_{s}^{\top} \bar{M}^{i}\left(s, \alpha_{s}\right) \bar{X}_{s}\right. \\
&\left.+\left(u_{s}^{i}\right)^{\top} N^{i}\left(s, \alpha_{s}\right) u_{s}^{i}-\left(\hat{u}_{s}^{i}\right)^{\top} N^{i}\left(s, \alpha_{s}\right) \hat{u}_{s}^{i}\right] d s \\
&\left.\quad+\left(X_{T}^{i}\right)^{\top} R^{i}\left(\alpha_{T}\right) X_{T}^{i}-X_{T}^{\top} R^{i}\left(\alpha_{T}\right) X_{T}+\left(\bar{X}_{T}^{i}\right)^{\top} \bar{R}^{i}\left(\alpha_{T}\right) \bar{X}_{T}^{i}-\bar{X}_{T}^{\top} \bar{R}^{i}\left(\alpha_{T}\right) \bar{X}_{T}\right\} \\
& \geqslant \mathbb{E}\left\{\int_{0}^{T}\left[\left(X_{s}^{i}-X_{s}\right)^{\top} M^{i}\left(s, \alpha_{s}\right) X_{s}+\left(\bar{X}_{s}^{i}-\bar{X}_{s}\right)^{\top} \bar{M}^{i}\left(s, \alpha_{s}\right) \bar{X}_{s}+\left(u_{s}^{i}-\hat{u}_{s}^{i}\right)^{\top} N^{i}\left(s, \alpha_{s}\right) \hat{u}_{s}^{i}\right] d s\right.
\end{aligned} \quad \begin{aligned}
& \left.\quad+\left(X_{T}^{i}-X_{T}\right)^{\top} R^{i}\left(\alpha_{T}\right) X_{T}+\left(\bar{X}_{T}^{i}-\bar{X}_{T}\right)^{\top} \bar{R}^{i}\left(\alpha_{T}\right) \bar{X}_{T}\right\} .
\end{align*}
$$

Next, we show that the rightmost of (5.0.4) is equal to 0 . Note that

$$
\begin{aligned}
X_{t}^{i}-X_{t}=\int_{0}^{t} & {\left[A\left(s, \alpha_{s}\right)\left(X_{s}^{i}-X_{s}\right)+\bar{A}\left(s, \alpha_{s}\right)\left(\bar{X}_{s}^{i}-\bar{X}_{s}\right)+B^{i}\left(s, \alpha_{s}\right)\left(u_{s}^{i}-\hat{u}^{i}\left(s, p_{s}^{i}\right)\right)\right] d s } \\
& +\int_{0}^{t} \sigma\left(s, \alpha_{s}\right)\left(X_{s}^{i}-X_{s}\right) d W_{s}
\end{aligned}
$$

and $p_{T}^{i}=\left[R^{i}\left(\alpha_{T}\right) X_{T}+\bar{R}^{i}\left(\alpha_{T}\right) \mathbb{E}\left(X_{T} \mid \mathcal{F}_{T}^{\alpha}\right)\right]$. Hence, by Itô formula and backward equation in (5.0.3) we have

$$
\begin{align*}
&\left(X_{T}^{i}-X_{T}\right)^{\top} p_{T}^{i} \\
&=-\int_{0}^{T}\left(X_{s}^{i}-X_{s}\right)^{\top}\left[A\left(s, \alpha_{s}\right)^{\top} p_{s}^{i}+\bar{A}\left(s, \alpha_{s}\right)^{\top} \bar{p}_{s}^{i}+M^{i}\left(s, \alpha_{s}\right) X_{s}+\bar{M}^{i}\left(s, \alpha_{s}\right) \bar{X}_{s}+\sigma\left(s, \alpha_{s}\right)^{\top} q_{s}^{i}\right] d s \\
&+\int_{0}^{T}\left[\left(X_{s}^{i}-X_{s}\right)^{\top} A\left(s, \alpha_{s}\right)^{\top}+\left(\bar{X}_{s}^{i}-\bar{X}_{s}\right)^{\top} \bar{A}\left(s, \alpha_{s}\right)^{\top}+\left(u_{s}^{i}-\hat{u}^{i}\left(s, p_{s}^{i}\right)\right)^{\top} B^{i}\left(s, \alpha_{s}\right)^{\top}\right] p_{s}^{i} d s \\
&+\int_{0}^{T}\left(X_{s}^{i}-X_{s}\right)^{\top} \sigma\left(s, \alpha_{s}\right)^{\top} q_{s}^{i} d s \\
&+\int_{0}^{t}\left(X_{s}^{i}-X_{s}\right)^{\top} q_{s}^{i} d W_{s}+\int_{0}^{t}\left(X_{s}^{i}-X_{s}\right)^{\top} \sigma\left(s, \alpha_{s}\right)^{\top} p_{s}^{i} d W_{s}+\int_{0}^{t}\left(X_{s}^{i}-X_{s}\right)^{\top} \lambda_{s}^{i} \bullet d M_{s} . \tag{5.0.5}
\end{align*}
$$

Since

$$
\begin{aligned}
\mathbb{E}\left[\left(\bar{X}_{s}^{i}-\bar{X}_{s}\right)^{\top} \bar{A}\left(s, \alpha_{s}\right)^{\top} p_{s}^{i}\right] & =\mathbb{E}\left\{\mathbb{E}\left[\left(\bar{X}_{s}^{i}-\bar{X}_{s}\right)^{\top} \bar{A}\left(s, \alpha_{s}\right)^{\top} p_{s}^{i} \mid \mathcal{F}_{s-}^{\alpha}\right]\right\} \\
& =\mathbb{E}\left[\left(\bar{X}_{s}^{i}-\bar{X}_{s}\right)^{\top} \bar{A}\left(s, \alpha_{s}\right)^{\top} \bar{p}_{s}^{i}\right] \\
& =\mathbb{E}\left[\left(X_{s}^{i}-X_{s}\right)^{\top} \bar{A}\left(s, \alpha_{s}\right)^{\top} \bar{p}_{s}^{i}\right]
\end{aligned}
$$

simplifying the right hand side of (5.0.5) and taking the expectations its both sides we obtain

$$
\begin{aligned}
& \mathbb{E}\left[\left(X_{T}^{i}-X_{T}\right)^{\top} p_{T}^{i}\right]=\mathbb{E}\left\{\left(X_{T}^{i}-X_{T}\right)^{\top}\left[R^{i}\left(\alpha_{T}\right) X_{T}+\bar{R}^{i}\left(\alpha_{T}\right) \bar{X}_{T}\right]\right\} \\
& =\mathbb{E} \int_{0}^{T}\left\{-\left(X_{s}^{i}-X_{s}\right)^{\top}\left[M^{i}\left(s, \alpha_{s}\right) X_{s}+\bar{M}^{i}\left(s, \alpha_{s}\right) \bar{X}_{s}\right]+\left(u_{s}^{i}-\hat{u}_{s}^{i}\right)^{\top} B^{i}\left(s, \alpha_{s}\right)^{\top} p_{s}^{i}\right\} d s .
\end{aligned}
$$

The equation $\hat{u}_{s}^{i}=-\left(N^{i}\left(s, \alpha_{s}\right)\right)^{-1} B^{i}\left(s, \alpha_{s}\right)^{\top} p_{s}^{i}$ then implies

$$
\begin{aligned}
& \mathbb{E}\left\{\left(X_{T}^{i}-X_{T}\right)^{\top}\left[R^{i}\left(\alpha_{T}\right) X_{T}+\bar{R}^{i}\left(\alpha_{T}\right) \bar{X}_{T}\right]\right\} \\
& =-\mathbb{E} \int_{0}^{T}\left\{\left(X_{s}^{i}-X_{s}\right)^{\top}\left[M^{i}\left(s, \alpha_{s}\right) X_{s}+\bar{M}^{i}\left(s, \alpha_{s}\right) \bar{X}_{s}\right]+\left(u_{s}^{i}-\hat{u}_{s}^{i}\right)^{\top} N^{i}\left(s, \alpha_{s}\right) \hat{u}_{s}^{i}\right\} d s
\end{aligned}
$$

which subsequently proves that the rightmost hand side of (5.0.4) equals 0 . Therefore, it follows from 5.0.4 that $J_{i}\left(\mathbf{u}^{i}\right)-J_{i}(\hat{\mathbf{u}}) \geqslant 0$.

To complete the proof, we show that the condition is necessary. Suppose that $\hat{\mathbf{u}}=$ $\left(\hat{u}_{1}, \hat{u}_{2}, \ldots, \hat{u}_{N}\right)$ is a Nash equilibrium point of the game. Denote the corresponding state trajectory by $\hat{X}$. Clearly, if we fix the control $\hat{u}^{j}$ for $j \neq i, 1 \leqslant i, j \leqslant N$, then $\hat{u}^{i}$ is the optimal control for the player $i$ and the corresponding optimal trajectory is $\hat{X}$. Since the control problem for the player $i$ is of conditional mean-field type with Markovian switching, we can apply the maximum principle in [8] to get the necessary condition for optimality. The adjoint equation associate to the control problem of player $i$ is

$$
\begin{aligned}
& p_{t}^{i}=\left[R^{i}\left(\alpha_{T}\right) X_{T}+\bar{R}^{i}\left(\alpha_{T}\right) \bar{X}_{T}\right]+\int_{t}^{T}\left[A\left(s, \alpha_{s}\right)^{\top} p_{s}^{i}+\bar{A}\left(s, \alpha_{s}\right)^{\top} \mathbb{E}\left(p_{s}^{i} \mid \mathcal{F}_{s-}^{\alpha}\right)\right. \\
& \\
& \left.\quad+M^{i}\left(s, \alpha_{s}\right) X_{s}+\bar{M}^{i}\left(s, \alpha_{s}\right) \bar{X}_{s}+\sigma\left(s, \alpha_{s}\right)^{\top} q_{s}^{i}\right] d s-\int_{t}^{T} q_{s}^{i} d W_{s}-\int_{t}^{T} \lambda_{s}^{i} \bullet d M_{s}
\end{aligned}
$$

which always admits a unique solution (see [8, Theorem 3.4]). According the [8, Theorem 3.7], for any vector $v^{i} \in \mathbb{R}^{d_{i}}$ and $t \in[0, T]$,

$$
\frac{d}{d u^{i}} H_{i}\left(t, X_{t}, \bar{X}_{t}, \hat{u}_{t}^{1}, \ldots, \hat{u}_{t}^{i-1}, \hat{u}_{t}^{i}, \hat{u}_{t}^{i+1}, \ldots, \hat{u}^{N}(t), p_{t}^{i}, q_{t}^{i}, \alpha_{t-}\right)\left(v^{i}-\hat{u}_{t}^{i}\right) \geqslant 0, \quad \mathbb{P}-\text { a.s. }
$$

or, equivalently,

$$
\left[B^{i}\left(t, \alpha_{t}\right)^{\top} p_{t}^{i}+N^{i}\left(t, \alpha_{t}\right) \hat{u}_{t}^{i}\right]\left(v^{i}-\hat{u}_{t}^{i}\right) \geqslant 0, \quad \mathbb{P}-\text { a.s. }
$$

Since the inequality holds for any $v^{i} \in \mathbb{R}^{d_{i}}$, we must have $B^{i}\left(t, \alpha_{t}\right)^{\top} p_{t}^{i}+N^{i}\left(t, \alpha_{t}\right) \hat{u}_{t}^{i}=0$. As a consequence, $\hat{u}_{t}^{i}=-\left(N^{i}\left(t, \alpha_{t}\right)\right)^{-1} B^{i}\left(t, \alpha_{t}\right)^{\top} p_{t}^{i}$. Plug this value of $\hat{u}_{t}^{i}$ in the above adjoint
equation we derive that $\left(X_{t},\left(p_{t}^{1}, q_{t}^{1}\right), \ldots,\left(p_{t}^{N}, q_{t}^{N}\right), \lambda_{t}^{1}, \ldots, \lambda_{t}^{N}\right)$ is a solution of the FBSDEs (5.0.3). This completes the proof.

Next, we present conditions on the coefficients such that a Nash equilibrium point of the differential game exists. To this end, we first need the following assumptions.

## Assumption (K)

(K1) For $1 \leqslant i \leqslant N$, the matrices $B^{i}\left(t, i_{0}\right) \equiv B^{i}$ and $N^{i}\left(t, i_{0}\right) \equiv N^{i}$ are independent of $t$ and $i_{0}$.
Denote

$$
K^{i}=B^{i}\left(N^{i}\right)^{-1}\left(B^{i}\right)^{\top}
$$

(K2) There exist constants $\beta_{1}, \beta_{2}>0$ such that for any $x \in \mathbb{R}^{d}$ and $0 \leqslant t \leqslant T$,

$$
x^{\top}\left[\sum_{i=1}^{N} K^{i} R^{i}\left(i_{0}\right)\right] x \geqslant \beta_{1}|x|^{2}, \quad x^{\top}\left[\sum_{i=1}^{N} K^{i} M^{i}\left(t, i_{0}\right)\right] x \geqslant \beta_{2}|x|^{2} .
$$

(K3) For $1 \leqslant i \leqslant N$ and $0 \leqslant t \leqslant T$, $\mathbb{P}$-a.s.

$$
K^{i} A^{\top}\left(t, i_{0}\right)=A^{\top}\left(t, i_{0}\right) K^{i}, \quad K^{i} \bar{A}^{\top}\left(t, i_{0}\right)=\bar{A}^{\top}\left(t, i_{0}\right) K^{i}, \quad K^{i} \sigma^{\top}\left(t, i_{0}\right)=\sigma^{\top}\left(t, i_{0}\right) K^{i}
$$

For $\left(t, i_{0}\right) \in[0, T] \times \mathcal{M}$, denote

$$
M\left(t, i_{0}\right)=\sum_{i=1}^{N} K^{i} M^{i}\left(t, i_{0}\right), \quad R\left(i_{0}\right)=\sum_{i=1}^{N} K^{i} R^{i}\left(i_{0}\right)
$$

and, similarly, $\bar{M}\left(t, i_{0}\right)=\sum_{i=1}^{N} K^{i} \bar{M}^{i}\left(t, i_{0}\right), \bar{R}\left(i_{0}\right)=\sum_{i=1}^{N} K^{i} \bar{R}^{i}\left(i_{0}\right)$.
Let us consider the following conditional mean-field FBSDEs with regime switching:

$$
\begin{align*}
X_{t}=x_{0} & +\int_{0}^{t}\left[A\left(s, \alpha_{s}\right) X_{s}+\bar{A}\left(s, \alpha_{s}\right) \bar{X}_{s}-Y_{s}+f\left(s, \alpha_{s}\right)\right] d s+\int_{0}^{t}\left[\sigma\left(s, \alpha_{s}\right) X_{s}+g\left(s, \alpha_{s}\right)\right] d W_{s} \\
Y_{t}= & \left(R\left(\alpha_{T}\right) X_{T}+\bar{R}\left(\alpha_{T}\right) \bar{X}_{T}\right)-\int_{t}^{T} Z_{s} d W_{s}-\int_{t}^{T} \Lambda_{s} \bullet d M_{s}  \tag{5.0.6}\\
& +\int_{t}^{T}\left[A\left(s, \alpha_{s}\right)^{\top} Y_{s}+\bar{A}\left(s, \alpha_{s}\right)^{\top} \bar{Y}_{s}+M\left(s, \alpha_{s-}\right) X_{s}+\bar{M}\left(s, \alpha_{s-}\right) \bar{X}_{s}+\sigma\left(s, \alpha_{s}\right)^{\top} Z_{s}\right] d s
\end{align*}
$$

where $X, Y \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right), Z \in \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d \times d}\right), \Lambda \in \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$.

Note that if $\left(X_{t},\left(p_{t}^{1}, q_{t}^{1}\right), \ldots,\left(p_{t}^{N}, q_{t}^{N}\right), \lambda_{t}^{1}, \ldots, \lambda_{t}^{N}\right)$ is a solution of 5.0.3) and Assumption (K) holds, then applying Itô's formula we obtain

$$
\begin{align*}
K^{i} p_{t}^{i}= & {\left[K^{i} R^{i}\left(\alpha_{T}\right) X_{T}+K^{i} \bar{R}^{i}\left(\alpha_{T}\right) \mathbb{E}\left(X_{T} \mid \mathcal{F}_{T-}^{\alpha}\right)\right]+\int_{t}^{T}\left[A\left(s, \alpha_{s}\right)^{\top} K^{i} p_{s}^{i}+\mathbb{E}\left(\bar{A}\left(s, \alpha_{s}\right)^{\top} K^{i} p_{s}^{i} \mid \mathcal{F}_{s-}^{\alpha}\right)\right.} \\
& \left.+K^{i} M^{i}\left(s, \alpha_{s}\right) X_{s}+K^{i} \bar{M}^{i}\left(s, \alpha_{s}\right) \bar{X}_{s}+\sigma\left(s, \alpha_{s}\right)^{\top} K^{i} q_{s}^{i}\right] d s-\int_{t}^{T} K^{i} q_{s}^{i} d W_{s}-\int_{t}^{T} K^{i} \lambda_{s}^{i} \bullet d M_{s} \tag{5.0.7}
\end{align*}
$$

By taking the sum of 5.0.7) where $i=1,2, \ldots, N$, we easily see that the process $\left(X_{t}, Y_{t}=\right.$ $\left.\sum_{i=1}^{N} K^{i} p_{t}^{i}, Z_{t}=\sum_{i=1}^{N} K^{i} q_{t}^{i}, \Lambda_{t}=\sum_{i=1}^{N} K^{i} \lambda_{t}^{i}\right)$ is a solution of FBSDEs 5.0.6.

Now we are in a position to show that the coefficients in 5.0.6 satisfy all conditions in Section 3. For any $t, x, y, z, i_{0}$, and $\nu \in \mathcal{P}\left(\mathbb{R}^{2 d}\right), \mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$,

$$
\begin{aligned}
f\left(t, x, y, z, \nu, i_{0}\right)= & A\left(t, i_{0}\right) x+\bar{A}\left(t, i_{0}\right) \int_{\mathbb{R}^{d+d}} \zeta_{1} \nu\left(d \zeta_{1}, d \zeta_{2}\right)-y+f\left(t, i_{0}\right), \\
g\left(t, x, y, z, \nu, i_{0}\right)= & -A\left(t, i_{0}\right)^{\top} y-\bar{A}\left(t, i_{0}\right)^{\top} \int_{\mathbb{R}^{d+d}} \zeta_{2} \nu\left(d \zeta_{1}, d \zeta_{2}\right) \\
& -M\left(t, i_{0}\right) x-\bar{M}\left(t, i_{0}\right) \int_{\mathbb{R}^{d+d}} \zeta_{1} \nu\left(d \zeta_{1}, d \zeta_{2}\right)-\sigma\left(t, i_{0}\right)^{\top} z, \\
\sigma\left(t, x, y, z, \nu, i_{0}\right)= & \sigma\left(t, i_{0}\right) x+g\left(t, i_{0}\right) \\
h\left(x, \mu, i_{0}\right)= & R\left(i_{0}\right) x+\bar{R}\left(i_{0}\right) \int_{\mathbb{R}^{d}} \zeta \mu(d \zeta) .
\end{aligned}
$$

Because of the boundedness of $\bar{A}\left(s, i_{0}\right), f$ is uniformly Lipschitz with respect to $\nu$. The linearity implies that $f$ satisfies assumption (C1). Similarly, we obtain that $g$ and $\sigma$ satisfy assumption (C1) and $h$ satisfy assumption (C2). More precisely, it can be shown that in the present setting, we can take $C_{\theta}=\max _{t, i_{0}}\left\{1,\left\|A\left(t, i_{0}\right)\right\|,\left\|M\left(t, i_{0}\right)\right\|,\left\|\sigma\left(t, i_{0}\right)\right\|\right\}$ and $C_{\nu}=$ $\sqrt{2} \max _{t, i_{0}}\left\{\left\|\bar{A}\left(t, i_{0}\right)\right\|,\left\|\bar{M}\left(t, i_{0}\right)\right\|\right\}$ in (C1) and $c=\max _{i_{0}}\left\|R\left(i_{0}\right)\right\|$ and $C_{\mu}=\max _{i_{0}}\left\|\bar{R}\left(i_{0}\right)\right\|$ in (C2). Due to the linearity, it is trivial to verify the constants $C_{\theta}$ and $c$. For $C_{\nu}$, it suffices to
verify for $\varphi=g$ in assumption (C1). If $\nu_{1}=\mathbb{P}_{\left(\Upsilon_{1,1}, \Upsilon_{1,2}\right)}$ and $\nu_{2}=\mathbb{P}_{\left(\Upsilon_{2,1}, \Upsilon_{2,2}\right)}$, then

$$
\begin{aligned}
& \left|g\left(t, x, y, z, \nu_{1}, i_{0}\right)-g\left(t, x, y, z, \nu_{2}, i_{0}\right)\right| \\
& =\left|\bar{A}\left(t, i_{0}\right)^{\top}\left(\mathbb{E} \Upsilon_{1,2}-\mathbb{E} \Upsilon_{2,2}\right)-\bar{M}\left(t, i_{0}\right)^{\top}\left(\mathbb{E} \Upsilon_{1,1}-\mathbb{E} \Upsilon_{2,1}\right)\right| \\
& \leqslant \sqrt{2} \max \left\{\left\|\bar{A}\left(t, i_{0}\right)\right\|,\left\|\bar{M}\left(t, i_{0}\right)\right\|\right\}\left(\mathbb{E}\left|\Upsilon_{1,2}-\Upsilon_{2,2}\right|^{2}+\mathbb{E}\left|\Upsilon_{1,1}-\Upsilon_{2,1}\right|^{2}\right)^{1 / 2} \\
& =\sqrt{2} \max \left\{\left\|\bar{A}\left(t, i_{0}\right)\right\|,\left\|\bar{M}\left(t, i_{0}\right)\right\|\right\}\left(\mathbb{E}\left|\Upsilon_{1}-\Upsilon_{2}\right|^{2}\right)^{1 / 2} .
\end{aligned}
$$

Hence,

$$
\left|g\left(t, x, y, z, \nu_{1}, i_{0}\right)-g\left(t, x, y, z, \nu_{2}, i_{0}\right)\right| \leqslant \sqrt{2} \max \left\{\left\|\bar{A}\left(t, i_{0}\right)\right\|,\left\|\bar{M}\left(t, i_{0}\right)\right\|\right\} W_{2}\left(\nu_{1}, \nu_{2}\right) .
$$

By a similar way, we can verify $C_{\mu} \leqslant \max _{i_{0}}\left\|\bar{R}\left(i_{0}\right)\right\|$ in (C2).
In addition, in the present setting, the operator $\Psi$ defined in (4.1.3), related to (5.0.6), becomes

$$
\Psi\left(t, \theta, \theta^{\prime}, \nu, i_{0}\right)=-\left|y-y^{\prime}\right|^{2}-M\left(t, i_{0}\right)\left|x-x^{\prime}\right|^{2}
$$

In Proposition 5.2 below, we show that if Assumption (K) holds then $\Psi$ and $h$ satisfy Assumption (L) with the constants $K_{\Psi}=\min \left\{1, \beta_{2}\right\}$ and $K_{h}=\beta_{1}$.

Proposition 5.2. Assume that Assumption (K) holds and

$$
\begin{align*}
& \text { (1) }\left\|\bar{A}\left(t, i_{0}\right)\right\|,\left\|\bar{M}\left(t, i_{0}\right)\right\|<\min \left\{(2-\sqrt{2}) \beta_{1}, \frac{1}{2} \beta_{2}\right\} \\
& \text { (2) }\left\|\bar{R}\left(i_{0}\right)\right\|<\min \left\{2(\sqrt{2}-1) \beta_{1}, \frac{\sqrt{2}}{2} \beta_{2}\right\} . \tag{5.0.8}
\end{align*}
$$

Then the conditional mean-field FBSDEs (5.0.3) has a unique solution $\left(X_{t},\left(p_{t}^{1}, q_{t}^{1}\right), \ldots,\left(p_{t}^{N}, q_{t}^{N}\right)\right.$, $\left.\lambda_{t}^{1}, \ldots, \lambda_{t}^{N}\right)$, where $X, p^{i} \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right)$, $q^{i} \in \mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right)$, and $\lambda^{i} \in \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ for all $i=1, \ldots, N$.

Proof. Because Assumption (K) holds,

$$
\begin{equation*}
\Psi\left(t, \theta, \theta^{\prime}, \nu, i_{0}\right)=-\left|y-y^{\prime}\right|^{2}-M\left(t, i_{0}\right)\left|x-x^{\prime}\right|^{2} \leqslant-\left|y-y^{\prime}\right|^{2}-\beta_{2}\left|x-x^{\prime}\right|^{2} \tag{5.0.9}
\end{equation*}
$$

This implies that $K_{\Psi}=\min \left\{1, \beta_{2}\right\}$. In addition, for any $x, x^{\prime} \in \mathbb{R}^{d}$ and $\mu \in \mathcal{P}\left(\mathbb{R}^{2 d}\right)$,

$$
\begin{equation*}
\left\langle h\left(x, \mu, i_{0}\right)-h\left(x^{\prime}, \mu, i_{0}\right), x-x^{\prime}\right\rangle=\left(x-x^{\prime}\right)^{\top} R\left(i_{0}\right)\left(x-x^{\prime}\right) \geqslant \beta_{1}\left|x-x^{\prime}\right|^{2} \tag{5.0.10}
\end{equation*}
$$

which implies that $K_{h}=\beta_{1}$. As a consequence, 5.0.8) and the inequalities

$$
C_{\nu} \leqslant \sqrt{2} \max _{t \in[0, T], i_{0} \in \mathcal{M}}\left\{\left\|\bar{A}\left(t, i_{0}\right)\right\|,\left\|\bar{M}\left(t, i_{0}\right)\right\|\right\}, \quad C_{\mu} \leqslant \max _{i_{0} \in \mathcal{M}}\left\|\bar{R}\left(i_{0}\right)\right\|
$$

imply that Assumptions (C) and (L) are satisfied. Hence, we can apply Theorem 4.2 to derive the existence of a unique process $(X, Y, Z, \Lambda)$ that solves the conditional mean-field FBSDE with regime switching 5.0.6.

Next, according to [8, Theorem 3.4], for $i=1, \ldots, N$, there exists $\left(p^{i}, q^{i}, \lambda^{i}\right) \in \mathcal{S}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times$ $\mathcal{L}^{2}\left(0, T ; \mathbb{R}^{d}\right) \times \mathcal{M}^{2}\left(0, T ; \mathbb{R}^{d}\right)$ unique solution of the following BSDE:

$$
\begin{align*}
& p_{t}^{i}=\left(R^{i}\left(\alpha_{T}\right) X_{T}+\bar{R}^{i}\left(\alpha_{T}\right) \bar{X}_{T}\right)+\int_{t}^{T}\left[A\left(s, \alpha_{s}\right)^{\top} p_{s}^{i}+\bar{A}\left(s, \alpha_{s}\right)^{\top} \mathbb{E}\left(p_{s}^{i} \mid \mathcal{F}_{s-}^{\alpha}\right)\right. \\
&\left.+M^{i}\left(s, \alpha_{s}\right) X_{s}+\sigma\left(s, \alpha_{s}\right)^{\top} q_{s}^{i}\right] d s-\int_{t}^{T} q_{s}^{i} d W_{s}-\int_{t}^{T} \lambda_{s}^{i} \bullet d M_{s}, \quad t \in[0, T] \tag{5.0.11}
\end{align*}
$$

Hence, the processes $\left(X, Y=\sum_{i=1}^{N} K^{i} p^{i}, Z=\sum_{i=1}^{N} K^{i} q^{i}, \Lambda=\sum_{i=1}^{N} K^{i} \lambda^{i}\right)$ is a solution of (5.0.6). Because the solution of 5.0.11) is unique, then $Y=\sum_{i=1}^{N} K^{i} p^{i}, Z=\sum_{i=1}^{N} K^{i} q^{i}$ and $\Lambda=\sum_{i=1}^{N} K^{i} \lambda^{i}$. Substitute $Y, Z$ and $\Lambda$ to 5.0 .6 we obtain that $\left(X_{t},\left(p_{t}^{1}, q_{t}^{1}\right), \ldots,\left(p_{t}^{N}, q_{t}^{N}\right), \lambda_{t}^{1}, \ldots, \lambda_{t}^{N}\right)$ is a solution of (5.0.3). This completes the proof.

Combining Proposition 5.1 and Proposition 5.2, the next result follows.
Theorem 5.3. Assume Assumption (K) holds and

$$
\begin{aligned}
& \text { (1) }\left\|\bar{A}\left(t, i_{0}\right)\right\|,\left\|\bar{M}\left(t, i_{0}\right)\right\|<\min \left\{(2-\sqrt{2}) \beta_{1}, \frac{1}{2} \beta_{2}\right\} \\
& \text { (2) }\left\|\bar{R}\left(i_{0}\right)\right\|<\min \left\{2(\sqrt{2}-1) \beta_{1}, \frac{\sqrt{2}}{2} \beta_{2}\right\} .
\end{aligned}
$$

Then the admissible control $\hat{\mathbf{u}}=\left(\hat{u}^{1}, \hat{u}^{2}, \ldots, \hat{u}^{N}\right)$, where $\hat{u}_{t}^{i}=-\left(N^{i}\right)^{-1} B^{i}\left(\alpha_{t-}\right)^{\top} p_{t}^{i}, 0 \leqslant t \leqslant T$, $1 \leqslant i \leqslant N$, and $\left(X_{t},\left(p_{t}^{1}, q_{t}^{1}\right), \ldots,\left(p_{t}^{N}, q_{t}^{N}\right), \lambda_{t}^{1}, \ldots, \lambda_{t}^{N}\right)$ is the solution of FBSDE (5.1), is a

Nash equilibrium point of the conditional mean-field nonzero-sum quadratic stochastic differential game.

## CHAPTER 6 Conclusion and Future Work

In this work we derive useful estimates for the solutions of the backward stochastic differential equations with Markovian switching and forward-backward stochastic differential equations with Markovian switching.

We also provide sufficient conditions for the existence and uniqueness of the solutions of the FBSDEs with regime-switching and FBSDEs with mean-field and regime-switching. For the FBSDEs with regime-switching we use two different approaches. The first approach is obtained in two steps. The first step, find existence and uniqueness of a solution over a small enough time duration. The second step, by using the connection with a system of PDEs and the local result, we can deduce the existence and uniqueness of a solution (under a non-degeneracy assumption) over an arbitrarily prescribed time duration. The second approach is used for FBSDEs with regime-switching and FBSDEs with mean-field and regime-switching, it concentrates on developing the continuation method and monotonicity conditions to examine the well-posedness of the systems.

Then we consider a nonzero-sum game problem with $N$ players in which the dynamics and cost functionals of each player depend on conditional mean-field terms and a regimeswitching process, presenting conditions on the coefficients such that a Nash equilibrium point of the differential game exists and the relationship of the existence of the Nash equilibrium point and the solution of the conditional mean-field FBSDE with regime switching.

## Achievements:

We have extended and developed the theory of FBSDE for a very general class of equations that can capture the sudden jumps in dynamics as well as describe the limit of weakly interaction systems with both initial and terminal conditions. Several conditions for the well-posedness of these systems were given using different approaches. Finally, the results are used to solve a nonzero-sum game problem.

## Future Works:

This work has opened new venues for the studies of conditional mean-field systems with regime switching and both initial and terminal conditions and their applications in modelling, control, and game problems. To further these researches there are several interesting and important problems for our on-going projects. For instance, while this thesis managed to generalize the conditions required to guarantee the existence and uniqueness of solutions to FBSDEs that admit conditional mean-field and Markovian-switching dynamics, there are practical needs consider some more general models which can also admit jumps or common noise. Also, while $\mathcal{L}^{2}$ solutions are widely studied and have had a lot of applications, there are also needs to generalize the results to $\mathcal{L}^{p}$ solutions. From application point of view, delay systems are very important in the real life. Hence, we also would like to address the issue of modeling delays in the system together with the impact of a Markovian switching or jump. Finally, we have a long plan to study numerical approximation for systems of FBSDEs. These directions will have immediate applications to solve control problems numerically in very general settings.
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